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Abstract

There is a growing debate among scholars and practitioners in the 
cyber conflict field regarding the extent to which the cyber domain is 
likely to be characterized by inadvertent escalatory spirals and arms races 
between increasingly cyber-capable states. Historically, technological 
innovation or geopolitical dynamics have propelled states to form 
confidence building measures (CBM) or create arms control regimes to 
institutionalize constraints on offensive military technology and guard 
against inadvertent conflict and escalation. We argue that cyber CBMs 
could blunt some of the factors that contribute to crises and escalation. 
Given the absence of arms control regimes for the cyber domain, cyber 
CBMs could be used to mitigate the risks to stability between states 
and possibly change the incentives that could lead to crises. In assessing 
current cyber confidence building initiatives, this article creates a novel 
framework to better understand these efforts. It also identifies limits of 
cyber CBMs and provides prescriptions for new steps in cyber CBMs 
to enhance mutual security and guard against inadvertent conflict stem-
ming from cyber operations. 
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between increasingly cyber-capable states.2 Furthermore, policy makers 
find themselves grappling with competing incentives. On the one hand, 
actions taken to limit the use of destructive cyber weapons or the target-
ing of civilian infrastructure could provide some assurances for digitally 
dependent societies. On the other hand, policy makers are loath to sup-
port self-imposed limits on capabilities in an environment where future 
technological trends are uncertain and adversary capability and moti-
vations are difficult to discern and predict. Historically, technological 
innovation or geopolitical dynamics have propelled states to form confi-
dence building measures or create arms control regimes to institutionalize 
constraints on offensive military technology and guard against inadvertent 
conflict and escalation. But to what extent can cyber CBMs be used to 
mitigate the risks to stability between cyber powers? Is it possible to 
change the incentives that could lead to crises? We argue that, while 
there are fundamental attributes of operating in the cyber domain that 
impede efforts to build effective and enforceable arms control regimes, 
CBMs, which are distinct from arms control, could blunt some of the 
factors that contribute to crises and escalation. In assessing current cyber 
confidence building initiatives, this article creates a novel framework to 
better understand these efforts and to identify areas that are not being 
addressed and remain as potential flashpoints that could exacerbate ten-
sions and spark conflict.

First, we conduct a brief discussion of the role of CBMs in fostering 
stability and reducing the risk of inadvertent escalation and situate their 
development in a historical context. Next, we review the hurdles to es-
tablishing arms control regimes for the cyber domain and demonstrate 
how, despite these hurdles, states have demonstrated a willingness to 
enter into CBM agreements to clarify acceptable behavior in cyberspace, 
avoid inadvertent conflict, and stabilize potential disruptions to inter-
national security stemming from cyber operations. We use Cold War 
frameworks for evaluating CBMs as a benchmark for developing realistic 
CBMs for the cyber domain in light of the latter’s distinct characteristics.3 
Specifically, cyber CMBs must take into account the multi-stakeholder 
nature of the cyber domain, as distinguished from other domains of 
warfare; the different types of information that should be shared for 
CBMs to be effective; the dual-pronged nature of the objectives of 
CBMs, which could be used not only to avoid cyber conflict, but also 
to bolster norm development efforts; and the administration and main-
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tenance of cyber CBMs through unique mechanisms such the United 
Nations Group of Governmental Experts (GGE) and the Organization 
for Security and Co-operation in Europe (OSCE). The article concludes 
by identifying the limits of cyber CBMs and provides prescriptions for 
next steps in cyber CBM development. Importantly, there are additional 
measures that could be taken to enhance mutual security and guard 
against inadvertent conflict stemming from cyber operations. 

Confidence Building Measures as Reassurance
When arms control is perceived to be a bridge too far between ad-

versaries that hold many points of disagreement and mistrust, yet both 
acknowledge the potential for inadvertent conflict, decision makers 
have employed confidence building measures in lieu of establishing 
arms control regimes.4 The post–Cold War literature on international 
law and institutions has reconsidered the value of soft law and informa-
tion norms and institutions in terms of their contributions to fostering 
stability and reassurance between strategic rivals.5 Like arms control, 
CBMs may constitute bi- or multilateral agreements or take the form 
of unilateral action. As trust is built between parties, CBMs may give 
way to more formalized arms control agreements due to the role the 
former have in reassuring a potential adversary—though this is by no 
means determinative. According to this logic, CBMs are a form of reas-
surance that seeks to demonstrate intent among rivals, therefore (ideally) 
conveying a desire to maintain the status quo and foster a sense of secu-
rity between otherwise threatened states.6 Indeed, they are designed to 
ensure crisis situations, routine tensions, or localized conflicts between 
states do not become inadvertent lighting rods that spark a general war.7 
As CBMs are only intended to signal the aim of military activities, they 
do not change the overall balance of power between adversaries. Rather, 
CBMs are simply designed to preserve a fragile stability in the context of 
potentially intense security competition between states.

Confidence building measures provide reassurance through four 
mechanisms. First, they seek to demonstrate nonaggressive postures by 
increasing the transparency of military actions. This could occur, for 
instance, through inviting designated observers or the public to witness 
events that otherwise could be construed as threatening.8 Second, they 
place self-imposed limits on security activities, such as military exercises, 
that could cause another state to feel threatened. Third, CBMs often op-
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erate in a time of crisis by enabling a vital communications link between 
adversaries. In other words, CBMs contribute to stability and détente 
by helping convey intent behind a state’s unilateral security policies and 
actions that would otherwise be cloaked in uncertainty.9 Finally, CBMs 
inject predictability into a potential adversary’s actions and, therefore, 
serve as an early warning function. Specifically, CBMs make it easier for 
another state to detect a deviation from an established norm of behavior 
and thus enable it to take measures in advance to mitigate the damage 
stemming from a surprise attack.10 Though CBMs do not replace the 
vital role of national technical means of intelligence in assessing another 
actor’s capabilities and intent, they supplement it by enabling a fuller 
picture of the significance of a military policy or action than otherwise 
would have been available.11

During the Cold War, there were concerns among scholars and policy 
makers that CBMs could be used to mask a surprise attack, but these were 
overcome due to the mutually paramount interest of avoiding inadver-
tent conflict that could spiral into nuclear war.12 Specifically, governments 
mitigated these apprehensions through voluntarily implementing more, 
rather than less, transparency to reassure rivals about the intent behind a 
military action or policy. Though CBMs can be unilaterally implemented, 
they often take the form of multi- or bilateral agreements so all parties 
can understand the level of transparency necessary to foster mutual and 
reciprocal confidence in the intent behind another actor’s security policy 
or action. The Helsinki Final Act in 1975 is a case in point.

CBMs in Historical Context: The Helsinki Final Act

CBMs need not be formalized in international law or codified in a 
formal agreement to be effective. While they sometimes become institu-
tionalized over time as they evolve from state practice, CBMs can have 
an independent effect on stability and cooperation through informal 
and norms-based mechanisms.13 The exemplar for all subsequent CBM 
efforts was the Final Act of the Conference on Security and Co-operation 
in Europe that took place in Helsinki, Finland, in 1975.14 We use 
the Helsinki Final Act, therefore, as our benchmark for assessing cyber 
CBMs. Broadly speaking, the 1975 conference had the goal of creating 
stability, noting “the need to contribute to reducing the dangers of 
armed conflict and of misunderstanding of military activities which 
could give rise to apprehension, particularly in a situation where the 
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participating States lack clear and timely information about the nature 
of such activities.”15 The Helsinki Final Act, initially signed by 35 states, 
sought to foster stability by addressing issues that strained East-West 
relations on topics ranging from sovereignty to freedom of the press 
and cultural exchanges.16 Arguably, no part of the agreement has been 
as closely scrutinized as the establishment of CBMs between the sig-
natories. The original act stipulated voluntary reporting with at least a 
21-day prior notification of military maneuvers that would exceed over 
25,000 troops and that would occur within 250 kilometers from a state’s 
border.17 The provision also enabled the exchange of observers for these 
maneuvers as well as the hosting of military delegations.18 

The Helsinki Final Act noted that “the experience gained from the 
implementation of the provisions . . . together with further efforts, 
could lead to developing and enlarging measures aimed at strengthening 
confidence” and as such created a framework for follow on meetings. 
The first of these occurred in Belgrade in 1977, followed by Madrid in 
1980, Stockholm in 1984, and Vienna in 1986.19 Each of these con-
ferences comprised multiyear efforts that endeavored to innovate new 
and creative means to demonstrate intent and promote transparency in 
response to changing security policies and technology. By the time the 
2011 Vienna Document was finalized, CBMs had expanded to include 
the annual exchange of military information such as organizational charts, 
manning and equipment numbers, unit locations, defense budgets, and 
information relating to the employment of new weapon systems.20 Further-
more, additional CBMs included the development of more robust com-
munication regimes that could operate in a time of a crisis as well as for 
routine exchanges of officers and demonstrations of new major weapon 
systems. The original provisions for troop notifications were also refined 
to require at least a 42-day warning of exercises of at least 9,000 troops or 
250 battle tanks. There were also controls addressing the number of major 
exercises that a state could perform per year and restrictions on the number 
of short-notice inspections of another signatory’s military maneuvers and 
other troubling sites that a state could annually perform.21 

The Helsinki Final Act illustrates how CBMs could offer a means to 
mitigate the risk of inadvertent conflict even under conditions when 
formalized arms control agreements that seek to change the incentives 
for military action are not feasible. CBMs do so through facilitating 
increased transparency and openness surrounding a state’s security policies 
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and operations. However, changes in security requirements, polices, and 
technology suggest that, for CBMs to promote lasting stability, they 
must be reassessed and amended on an iterative basis, as was the case 
throughout the Cold War and in the ensuing years.

Initial Steps Toward Cyber Confidence Building Measures

CBMs were neither the sole nor most effective means of cultivating 
stability between nuclear-armed rivals during the Cold War. Mutual fear 
of miscalculation and escalation drove the United States and the Soviet 
Union to form arms control regimes.22 Arms control can alter the incen-
tives for the use of offensive military technologies, limit the damage to 
states in the event these technologies are used, and contribute to stable 
interstate relations, even between adversaries. However, there are reasons 
to be less sanguine about the feasibility of arms control for cyberspace. 

First, several fundamental characteristics of operating in cyberspace 
confound the establishment of effective arms control agreements. Spe-
cifically, arms control in cyberspace is difficult due to the ambiguity 
surrounding the strategic balance of cyber weapons and the measure-
ment of relative capabilities of cyber powers, the lack of transparency 
and issues with monitoring for compliance, the dynamic nature of the 
methods and means of cyber operations, uncertainty about the military 
implications of technological innovations, and problems of assigning 
and enforcing responsibility for cyber operations or capability develop-
ment.23 Put simply, this endemic uncertainty means governments do 
not want to find themselves at a strategic disadvantage if and when a 
future cyber war breaks out. Furthermore, the offensive parity that exists 
between many states (and even nonstate actors) in the cyber domain is 
likely to heighten these fears of being in a potential position of military 
disadvantage.24 Indeed, while serving as chairman of the Joint Chiefs 
of Staff, Gen Martin Dempsey noted that the cyber domain is the only 
domain where the United States possesses peer competitors.25 Second, 
cyber capabilities have been “weaponized” to deliver effects across two 
broad categories: to support traditional kinetic war fighting and for the 
purposes of punishment, subversion, or coercion. The more significant 
source of instability in cyberspace lies in the latter category rather than 
the former. Specifically, a key source of instability lies in exploiting national 
economies and critical infrastructure and manipulating the public’s per-
ception of the integrity of essential systems via cyber means to achieve 
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strategic objectives. Therefore, traditional concepts of arms control that 
limit the “quantity” or “quality” of cyber arms, for instance, are poorly 
suited to address the key contributors to strategic instability between 
cyber rivals. 

Despite the significant hurdles to arms control for cyberspace, states 
have already taken steps to develop cyber CBMs through multi- or 
bilateral agreements to create mechanisms to share information about 
their intended uses of cyberspace and law enforcement information 
concerning nefarious actors, as well as to share information in a crisis. 
This is because governments have recognized that the secretive nature 
of cyber operations and the difficulties of signaling in cyberspace can 
be destabilizing to interstate relations, increasing tensions and the 
risk of inadvertent conflict. Therefore, though it is impossible to com-
pletely eliminate the incentives for actors to misrepresent or disguise 
their aggressive cyber actions, CBMs that facilitate a dialogue between 
states have become a first step toward mitigating the destabilizing ef-
fects posed by the cyber domain.26 For example, in the past few years, 
several countries, such as the United States and Russia, entered into 
bilateral agreements establishing hotlines to guard against misunder-
standings stemming from cyber operations in a crisis. During the fall 
of the 2016 US presidential election, President Obama used the hotline 
connection between the Nuclear Threat Reduction Centers, which was 
bilaterally designated to be used for cyber related events three years 
prior, to convey to President Putin that the laws of armed conflict 
applied to cyberspace.27 The efficacy of President Obama’s use of the 
hotline remains uncertain; Jeanette Manfra, the National Protection and 
Programs Directorate (NPPD) Assistant Secretary for the Office of 
Cybersecurity and Communications (CS&C) at the US Department 
of Homeland Security (DHS), disclosed in February 2018 that the Rus-
sians succeeded in penetrating a small number of state election systems, 
though it is not known if these breaches occurred prior or subsequent 
to President Obama’s call.28 Thus, in lieu of banning specific capabilities 
or seeking an agreement that depends on verification, states have sought 
to use informal, voluntary measures to grapple with the fundamental 
drivers of instability between cyber rivals by promoting clarity of the 
domain and enabling effective crisis management.

In the multilateral context, several international organizations have 
spearheaded attempts to develop cyber CBMs, with varying degrees of 



Confidence Building Measures for the Cyber Domain

Strategic  Studies  Quarterly ♦  Fall 2018	 17

success. Of particular note are the UN GGE and OSCE, which spon-
sored the original Helsinki Final Act. Additionally, beyond the OSCE, 
there have been other efforts to foster cyber information sharing and 
confidence building between states. Groundbreaking regional agreements 
such as the African Union Convention on Cyber Security and Personal Data 
Protection, the Organization of American States’ Inter-American Strategy 
to Combat Threats to Cybersecurity, and the ASEAN Regional Forum Work 
Plan on Security of and In the Use of Information and Communications Tech-
nologies have all focused on addressing regional security needs stemming 
from cyber threats.29 Similarly, there have been efforts by economic 
organizations, such as the Groups of 7 and 20 (G7 and G20, respec-
tively), to promote norm creation that reflects the interests of the largest 
economies in the world.30 Both the G7 and G20 declarations explicitly 
express support for the UN GGE and OSCE CBM development efforts 
but restrict their focus to the establishment of normative state behavior 
related to the use of cyber capabilities.

Despite representing the most advanced efforts by the international 
community to develop cyber CBMs, both the GGE and the OSCE have 
made only halting progress to arrive at mutually agreeable measures to 
promote stability and transparency between states in the cyber domain. 
Within the UN, the GGE on Developments in the Field of Informa-
tion and Telecommunications in the Context of International Security 
was convened in 2004 to discuss potential areas of cooperation.31 A 
year later it failed to reach a consensus and no report was submitted. A 
second GGE was convened in 2009, and, after four meetings over the 
course of two years, it devised the first set of cyber CBMs that focused 
on information sharing, reducing risk to critical national infrastructure, 
and devising a set of commonly accepted terms; it also provided rec-
ommendations for continued dialogue.32 The CBMs were expanded 
by a third and fourth round of GGE panels that concluded in 2013 
and 2015, respectively, with notable agreements regarding the applica-
tion of international law and the concept of sovereignty to cyberspace 
as well as state responsibility for attributed cyber acts.33 However, the 
most recent GGE round in 2016–2017 failed to build on the success of 
previous iterations. For instance, while the 2013 GGE promulgated that 
international law, especially the UN Charter, is applicable to the cyber 
domain, members at the 2017 GGE summit were unable to arrive at a 
consensus regarding how international law should apply. Specifically, the 
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breakdown of the talks centered around questions of how concepts such 
as sovereignty, the right to self-defense, and appropriate countermea-
sures apply to cyberspace, with some members taking the position that 
it was premature to address these issues given the dynamic nature of the 
domain.34 It is possible that the most recent GGE round was doomed 
to fail when assessed against unrealistically high expectations leading up 
to it. Ongoing processes of interpreting and applying international law 
are chronically difficult.35 However, the 2017 GGE summit produced 
a regression from previous agreements that international law itself ap-
plied in the first place, not simply a failure to push forward the agenda. 
Relatedly, the Permanent Council of the OSCE directed efforts in 2012 
to begin drafting CBMs specific for cyberspace, noting that CBMs were 
necessary to “enhance interstate co-operation, transparency, predictability, 
and stability, and to reduce the risks of misperception, escalation, and 
conflict that may stem from the use of ICTs.”36 These efforts led to the 
drafting of additional CBMs in 2013 and a more comprehensive list 
in 2016.37 

While governments have taken initial efforts to establish cyber CBMs, 
current academic work on the topic is at a nascent stage. Though mul-
tiple scholars have noted the need to avoid inadvertent conflict, few 
have postulated specific measures that states could implement to move 
in that direction.38 Herbert Lin attributes this dearth of measures to the 
revolutionary nature of the domain. In Lin’s words,

Meaningful analogs to . . . [confidence building] measures in cyberspace are dif-
ficult to find. For example, there is no analog to large-scale troop movements—
cyber forces can be deployed for attack with few visible indicators. Agreed con-
ventions for behavior, such as “rules of the road,” do not cover intent, and in 
cyberspace, intent may be the difference between a possibly prohibited act, such 
as certain kinds of cyberattack, and an allowed one such as cyber espionage.39

Tughral Yamin notes this dilemma but argues that, “A necessary pre-
condition for developing cyberspace CBMs is to have good national 
cyber security policies and practices, particularly for the protection of 
critical infrastructure.”40 Yamin does not quantify the requisite level of 
policy creation necessary for the effective formation of CBMs. However, 
he does make an important contribution by noting that institutional 
development of cybersecurity organizations within a state are necessary, 
in part, because they play an important role in knowledge generation 
and information sharing in a domain that is difficult to conceptualize. 
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Absent institutions that assist in information sharing of vulnerabilities, 
known threats, remediation strategies, and national policies and attitudes 
for approaching the cyber domain, it is unlikely that actors within and 
external to a state would understand the risks posed by cyber operations. 
Indeed, there is an a priori need to deliberately cultivate an epistemic 
community comprised of multidisciplinary and multinational academics, 
policy makers, the private sector, and operators/planners to arrive at a 
consensus on pivotal concepts and definitions that drive how actors op-
erate in and through cyberspace similar to the epistemic community 
that developed during the Cold War to grapple with the implications of 
nuclear weapons. Additionally, in a thought piece on cyber CBMs, Jason 
Healey, John C. Mallery, Klara Tothova Jordan, and Nathaniel V. Youd 
note that, given the plethora of actors in cyberspace, a multistakeholder 
approach that incorporates the private sector and other nonstate actors 
is vital to the development and adoption of any measure.41 However, 
the implications of this analysis focus on the influence of domestic-level 
veto players on a state’s international bargaining position with respect 
to the creation of specific CBMs. Therefore, there are opportunities for 
scholars to make conceptual and analytical contributions to cyber CBM 
development to better inform policy making. 

A Framework for Cyber Confidence Building Measures
The objectives of CBMs—to foster exchanges that help states avoid 

conflict, rather than actually change the military balance of power—
may make these mechanisms more amenable to application to the cyber 
domain than arms control. Indeed, continued efforts by governments 
and international organizations to support the development of cyber 
CBMs are important because they represent the first step in injecting 
stability and transparency into a domain characterized by secrecy and 
uncertainty. However, even the most “successful” efforts at developing 
CBMs have thus far been disappointing. Developing a framework to 
conceptualize and evaluate different categories of cyber CBMs, taking 
into account how cyber CBMs are likely to differ from previous types 
of CBMs, is a necessary foundation to support future CBM development 
efforts. Therefore, as an initial contribution, we use a model for cat-
egorizing CBMs developed during the Cold War as a benchmark for 
assessing the extent to which it is applicable to the cyber domain, 
identifying important gaps, and developing cyber-specific approaches 
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for evaluating CBMs. Johan Holst argued in 1983 that CBMs come 
in four varieties (information, notification, observation, and stabiliza-
tion) and noted that some measures may encompass several of these 
categories.42 Information measures involve the sharing of defense-related 
information, such as budgets and organizational structures, between in-
terested parties. Notification pertains to the advanced warning of major 
military activities within a geographic concentration, such as a military 
exercise or a major change in force distribution. Observation measures 
include activities such as inviting potential adversaries to physically ob-
serve military exercises, the fielding of new weapon systems, or other 
related military activities firsthand. However, as Holst notes, stabilization 
measures were multifaceted and encompass three dimensions: “crisis 
stability (relative absence of pressures to take early military action to 
forestall moves by the adversary); arms-race stability (relative absence of 
inducement to expand military forces); and political stability (relative 
absence of pressures for breakdown of the international order).”43 Ap-
plying Holt’s framework to the cyber domain, we identify three different 
categories of information CBMs (with the exception of crisis stability), 
incorporating into our analysis important factors that were not considered 
in Holt’s framework; demonstrate why the notification, observation, 
and stabilization categories of CBMs are likely to be particularly dif-
ficult and complex in cyberspace; and account for the development of 
administrative measures that are designed to promote transparency and 
the role of the hosting institution. We organize all of the existing OSCE 
and GGE cyber CBMs into our new framework, which can be found in 
the appendix.

Three Categories of Information CBMs for Cyberspace
When Holt developed his framework for organizing CBMs during the 

Cold War, he envisioned the information category as simply an exchange 
of defense-related data. However, this category should be disaggregated 
given the diversity of threat actors and the unique complexities associated 
with operating in cyberspace. For instance, the multistakeholder nature 
of cyberspace and, in particular, the fact that the private sector owns and 
operates the vast majority of its infrastructure and is the primary target 
of cyberattacks means that including private industry as participants in 
CBMs is essential for their relevance and success.44 Private actors may 
have better information than governments about adversary tactics, tech-
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niques, and procedures (TTP) and capabilities. Relatedly, private actors 
already participate in information sharing independent of government 
actions. For example, private security firms are often quicker to publicly 
attribute malicious behavior than governments.

Therefore, information-based cyber CBMs should be categorized into 
three components: threat actor, security, and use.45 First, the sharing of 
threat actor information identifies threat actors and emerging methods 
and means for exploitation and attack. This could include sharing infor-
mation that pertains to specific online personas, country profiles, threat 
signatures, and TTPs as well as law enforcement information about state 
and nonstate actors. This type of threat actor information sharing contributes 
to stability by enabling states to proactively counteract malicious actors 
and activities in cyberspace directly, rather than defend solely within the 
perimeter of one’s network. An example of this is the December 2013 
CBM developed through the OSCE, encouraging states to establish 
“modern and effective national legislation to facilitate . . . time-sensitive 
information exchange between competent authorities, including law 
enforcement agencies, of the participating states, in order to counter 
terrorist or criminal use of ICTs.”46 

Second, security information pertains to the dissemination of system 
vulnerability reports as well as instructions for remediation. This con-
trasts with threat actor information in that it is oriented around systems 
and networks to be defended, rather than threat actors. Security infor-
mation contributes to stability by enabling defenders to take proactive 
measures to protect networks and systems. A common element of both 
the GGE and the OSCE list of measures is a reliance on computer emer-
gency response teams (CERT) for the dissemination of both threat and 
security information. Since the first CERT was created at Carnegie Mel-
lon University in 1989, the concept has expanded to include over 420 
teams operating in over 80 countries that mutually promote security 
cooperation by sharing technical vulnerability and remediation infor-
mation.47 Parties to the 2015 GGE, for instance, agreed to share infor-
mation through the CERT infrastructure about “vulnerabilities, attack 
patterns and best practices for mitigating attacks.”48 For example, the 
US National Institute of Standards and Technology (NIST) publishes 
publicly accessible, real-time information about ICT vulnerabilities that 
defenders can use to bolster security.49 
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Third, use information incorporates Holst’s conceptualization of the 
sharing of state-level defense related materials, such as doctrine and 
national policies. However, for the cyber domain this category should 
be broadened to incorporate other stakeholders, particularly the private 
sector as participants in CBMs. The recognized influence and role of the 
private sector is already evident in both the GGE and OSCE CBMs that 
address the sharing of information relating to “national attitudes” and 
views from both public and private sources.50 An example of this is the 
July 2015 GGE CBM in which parties agreed to “the voluntary sharing 
of national views and information on various aspects of national and 
transnational threats to and in the use of ICTs . . . and national organi-
zations, strategies, policies, and programmes relevant to ICT security.”51 
These CBMs reflect the fact that the actors in this space are not solely 
states and, therefore, information about the uses of cyberspace must 
extend beyond traditional state actors and should necessarily include 
information provided by—not simply about—private actors. 

Furthermore, in addition to enhancing transparency regarding moti-
vations and intent, several of the information-use cyber CBMs also serve 
the purpose of tracking and driving norm emergence and development. 
There is an essential interdependence and complementarity between 
CBMs and norms in international politics. CBMs can contribute to 
norms through creating shared expectations about appropriate behavior 
(such as acceptable targets) or capability development (such as offensive 
weapons); norms, in turn, can help foster stability through facilitating 
identification of defection.52 Some cyber CBMs, for instance, are de-
signed to share information concerning promoted norms of state and 
societal use of the internet within its borders, such as a desire for a free 
and open internet or a more closed protectionist posture, as well as other 
information, such as what it considers to be critical infrastructure.53 

Finally, there are administrative measures that have been instituted to 
maintain cyber CBMs and disseminate information that reflect unique 
needs of the cyber domain and, therefore, are beyond the scope of Holt’s 
initial framework. This also reflects the interdependence of CBMs and 
norms, because the latter are also often promulgated and propagated 
through institutions.54 Indeed, private sector actors, such as global financial 
services firms, have used the G7 and G20 as forums to advocate for norms 
against targeting financial institutions. Specifically, these administrative 
measures are designed to enable the preservation and continued rele-
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vance of the cyber CBMs, as well as the conservation of the respective 
organizations that facilitated their creation. Two notable examples of 
this are the CBMs developed in December 2013 through the OSCE 
in which parties, including allies and competitors, agreed to “exchange 
views using OSCE platforms and mechanisms” and “meet at least three 
times each year . . . to discuss information exchanged and explore ap-
propriate development of CBMs.”55 

The Limitations of Notification, Observation, and 
Stabilization Measures for Cyberspace

While there is a plethora of information sharing CBMs that have a 
reasonable chance of successful adoption in cyberspace, significant hurdles 
remain for the acceptance of other categories of CBMs due to some of 
the same confounding factors that thus far have impeded the develop-
ment of arms control regimes in the domain. This explains why there 
are few stability measures—with the exception of crisis stability—and 
no notification and observation measures present in both the UN GGE 
and OSCE frameworks. 

Notification and Observation

Notification and observation CBMs are designed to provide advance 
warning of an exercise to other states so that the exercise is not 
misperceived to be preparations for an offense and to generally pro-
vide reassurance regarding motivations. However, notification of a cyber 
event or an exercise, to include allowing potential adversaries to observe 
it, is counterproductive in cyberspace due to the central importance of 
secrecy. Exercises would likely reveal information about vulnerabilities 
that an observing adversary could later exploit, or about capabilities or 
accesses against which an adversary could preemptively develop and 
employ defensive measures, making them ineffective. Thus, while some 
scholars such as Paul Meyer have promoted cyber CBMs calling for 
exchanges of personnel to observe “cybersecurity exercises” (defensive 
exercises) between potential adversaries, meaningful exchanges of this 
nature are unrealistic for the cyber domain given the necessary role of 
secrecy surrounding cyber capabilities and operations.56 

Nevertheless, there is a role for observation of cyber exercises among 
allied states. Including allies as observers or even participants in defen-
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sive exercises may be collectively beneficial for the purposes of building 
capacity. It could also demonstrate how an actor intends to respond to 
and remediate a cyberattack; help allies grow their own cyber defen-
sive infrastructure, to include clarifying national authorities necessary 
to respond to a crisis; and identify opportunities for allies to augment 
and complement a state’s efforts and enable a unified cyber defense. For 
instance, for the past 10 years NATO’s Cyber Coalition cyber defensive ex-
ercise has grown to include over 700 participants from 25 allied countries.57 

However, rather than solely observing defensive exercises, the spirit be-
hind the exchange of observers in the Helsinki Final Act was to provide 
reassurance among potential adversaries regarding each other’s offensive 
forces—in other words, those that could pose a threat to stability. How-
ever, building offensive cyber operations into existing defensive exercises 
is fraught with difficulties. Currently, cybersecurity exercises typically 
have a defensive focus and are used to identify both technical and proce-
dural vulnerabilities on internal networks.58 For example, most exercises 
spearheaded by the United States typically do not showcase the units that 
would conduct offensive operations or their capabilities and, therefore, 
are not designed to signal confidence in the command and control and 
efficacy of their offensive cyber forces. 

It is possible to incorporate offensive actions into existing defensive 
exercises. For instance, a state could build into a defensive scenario a 
counterstrike that targets an infected server commanding the attack. 
However, any capability for access and attack that would be used in the 
scenario would most likely be limited to publicly available open source 
tools or would be fictionalized so as not to give away to the adversary the 
specific vulnerability in the target system it would be exploiting. Again, 
this reflects the fundamental requirement of secrecy for operational suc-
cess. The ephemeral nature of offensive cyber capabilities and accesses 
means that revealing information about them effectively renders them 
moot.59 If a state used real cyber weapons from its arsenal, it is likely 
that any observing state (including allies) would develop hardware and 
software upgrades to render the demonstrated capability inert. Similar 
to the paradox presented by cyber arms control, this may undermine the 
very stability CBMs seek to create. However, public notification of the 
successful execution of such an exercise could increase the adversary’s 
confidence in the actor’s ability to command and control cyber capabilities, 
thereby serving a confidence building purpose. 
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The Three Forms of Cyber Stabilization CBMs

Stabilization CBMs under Holst’s framework come in three varieties: 
crisis, political, and arms racing. Crisis stability CBMs involve the 
exchange of points of contact and defense-related information and are 
designed to eliminate misperception. Unlike the political and arms racing 
CBMs, the crisis stability CBMs are cornerstones of the UN GGE and 
OSCE CBM agreements and are also prominent in several seminal 
bilateral agreements, as will be discussed in greater detail in the subse-
quent section. 

Political stability CBMs. Achieving mutual consensus around political 
stability in cyberspace is one of the most significant hurdles for cyber 
CBMs and accounts for their absence from the current frameworks. The 
internet has created a relatively cheap and plausibly deniable avenue to 
undermine the political stability of other states—observed in spades in 
recent elections in Western democracies. Both authoritarian and demo-
cratic regimes view the internet as a medium to influence not only their 
own but also each other’s citizenry. However, while there is some con-
sensus on the utility of cyber capabilities to intervene in the political 
affairs of other states, there are sharp divisions between states—often 
reflected in differences in regime type—in terms of how they perceive 
the role and use of the internet internal to their physical sovereign borders. 
This tension has implications for stability.60 Table 1 highlights the diver-
gent view of the internet internal and external to the state according 
to regime type, although the latter is an imperfect but useful proxy for 
this distinction. These differences, we argue, are likely to confound the 
meaningful development of political stabilization CBMs across dyads of 
varying regime types.

Political stability CBMs are likely to be confounded by the varying 
perceptions of the internet internal to state borders on the one hand, 
and the profligate activities across cyber powers of all regime types to 
infringe on the sovereignty of their adversaries (or even allies) on the 
other hand. External to state borders, all major cyber powers perceive 
a strategic value in using cyber capabilities to conduct shaping opera-
tions in support of conventional war fighting and as a tool of coercion, 
influencing operations, and undermining political stability. The 2016 
US presidential election, for instance, exposed how the internet could 
be used as a vehicle for a state (in this case, Russia) to intervene in the 
sovereign affairs of another through digital means to achieve strategic
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Table 1. Contrasting Approaches to the Internet, by Regime Type 

View of the internet internal to 
their physical borders

View of the internet external to their physical 
borders

Authoritarian regimes • � Internet censorship and monitoring 
necessary for state security 

• � States link allowing access to open 
internet as undermining regime 
stability

• � Need for rigidly defined concept of cyber 
sovereignty

• � Internet affords a means to achieve strategic 
objectives through infringing on sovereignty 
of others

Democratic regimes • � Limited censorship across 
most democratic regimes; most 
restrictions deal directly with illicit 
activitiesa

• � Monitoring of online activity limited 
by civil liberty protections

• � Free and open access to the inter-
net is in keeping with democratic 
ideals

• � Access to a free and open internet may be a 
human right

• � Internet affords a means to achieve strategic 
objectives through infringing on sovereignty 
of others

 aVariations exist among democracies as to the extent and means by which they block fake news and some forms of political speech

objectives.61 Democratic governments, of course, also conduct informa-
tion operations.62 Democracies perceive a strategic benefit in the spread 
of democratic principles enabled by the internet.63 For instance, the 
United States government has invested in the development of anonymity 
technology through the US State Department’s Bureau of Democracy, 
Human Rights, and Labor, which historically has sought annual grants 
for the development of software that contributes to internet freedom.64 
It is also consistent with the US government spending “approximately 
$2 million annually during the past decade to help enable Internet users 
in China and other Internet restricting countries to access its websites, 
such as Voice of America and Radio Free Asia.”65

Internal to state borders, most democratic states have viewed access 
to a free and open internet as consistent with broader democratic prin-
ciples, with some going so far as to define such access as a human right 
and, therefore, a moral imperative for states to safeguard.66 However, 
there are limits and nuances in these cases, as some democratic govern-
ments have taken steps to block or prevent access to illicit content or even 
limit some forms of political speech. For instance, following Russian inter-
ference in the 2016 US presidential election and pervasive information 
warfare campaigns in Europe, French President Emmanuel Macron 
advocated for new laws to ban “fake news” during elections, while Germany 
has enacted new hate speech laws (known as NetzDG) that levy fines on 
social media companies that fail to remove offensive content.67 

While some democratic states have enacted measures to limit infor-
mation on the internet, this stands in stark contrast to how authoritarian 
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governments view the internet within their borders. The latter perceive 
an open internet with fundamental suspicion, finding that it encroaches 
on their sovereign rights and threatens regime survival by undermining 
state efforts to control the population and by providing a forum for 
potential dissidents to coordinate and organize against the government. 
The most notable example of this is China’s “Great Firewall,” which is 
integral to the Chinese Communist Party’s monitoring and control not 
only of its citizenry but also of anyone accessing the internet within 
Chinese borders. 68 However, other governments, such as those of Russia, 
Iran, and Turkey, employ similar mechanisms to surveil and control the 
domestic population. For instance, Russia—particularly in the wake of 
antigovernment protests in March 2017 that were enabled, in part, by 
online organizing and activism—attempted to institute limits on do-
mestic access to the internet. The prior year, Russia invited Chinese experts 
on the Great Firewall to share information and expertise about 
internet control.69 

An important wrinkle in the distinction between democratic and au-
thoritarian governments is the role of private Western firms in enabling 
or collaborating with authoritarian governments to provide capabilities or 
enforce regulations that support internet control or sharing user information 
about citizens.70 This again reflects the complexities of the multistake-
holder nature of the internet. Facebook, for example, has shared user 
information with China through several data-sharing partnerships with 
parastatal Chinese electronics firms.71

Thus, the fact that the internet affords a means to directly reach the 
citizenry of another state in a way that was not previously possible has 
complicated the development of political stabilization CBMs. Many 
authoritarian regimes have moved to block this access through censor-
ship, and many democratic governments struggle with finding policy 
solutions to thwart external or nefarious interference without sacrific-
ing their democratic ideals. At the same time, all cyber powers benefit 
from the current ambiguities surrounding violating sovereignty via cyber 
means. Together, these factors prevent consensus regarding a set of 
political stabilization CBMs.

Arms racing stability CBMs. Arms racing stability CBMs are similar 
to more formal arms control agreements in that they typically limit the 
proliferation of certain technologies, but they are distinct in being en-
tirely voluntary. In cyberspace, the viability of these types of CBMs is 
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tenuous. Arms racing stability CBMs appeared in the OSCE framework, 
but they were limited to periodic information exchanges intended to 
prevent misperceptions that could lead to arms racing behavior—specifically, 
pressures that encourage increasing forces or capability. Other types of 
self-imposed limits are unlikely due to the near-universal proliferation 
of cyber tools. For instance, many offensive tools are publicly available 
via online forums or for sale on the Dark Web, a section of the internet 
that is accessible through most web browsers and is known to facilitate 
illicit transactions.72 The source code for Stuxnet as well as US National 
Security Agency capabilities for surpassing firewalls and other exploit 
technologies have been compromised and made publicly available by 
actors such as Shadow Brokers, among others; a tech-savvy actor could 
learn how to morph these into something even more advanced.73

Additionally, efforts have been made to control the export of infor-
mation and communications technology that could support offensive 
operations through amending the Wassenaar Arrangement on Export 
Controls for Conventional Arms and Dual-Use Goods and Technolo-
gies to apply to cyberspace. However, the 2013 amendment was quickly 
met with industry opposition because the technology that supports of-
fensive operations is also necessary to discover vulnerabilities that need 
to be patched, thus highlighting the offensive and defensive dual-use 
nature of many cyber security tools.74 Indeed, this provision triggered 
significant resistance from the private sector, which felt it would in-
evitably and counterproductively lead to greater insecurity by placing 
restrictions on cybersecurity-related technology and activities, such as 
penetration testing technology, the sharing of threat information, and 
the use of multinational computer bug bounty programs.75 This represents 
another example of the challenges of multistakeholder governance. To 
date, the provisions of ICT technology on cyber security capabilities of 
the Wassenaar Arrangement are still being refined both collectively by 
the Wassenaar Plenary and by member countries as they nest domestic 
regulation with their obligations under the Arrangement. For instance, 
in response to public feedback, the specific 2013 Wassenaar amend-
ments that covered the training and employment of vulnerability detec-
tion systems were never implemented in the United States.76 However, the 
2016 Plenary relaxed or removed several of the contentious export con-
trols given continued integration of these tools into consumer products.77
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Since curbing the proliferation of technology is impractical, a poten-
tial alternative avenue for consideration would be for states to voluntarily 
curb the nonstate actors that take part in cyber operations by instituting 
domestic laws that make such activities illegal. Understandably, CBMs 
addressing criminal behavior were not part of Holt’s framework because 
crime was perceived to be distinct from national security considerations. 
However, criminal activity and national security are profoundly inter-
woven in the cyber domain. States have used and provided safe haven to 
criminal actors as proxies to conduct plausibly deniable cyber operations 
at the behest of the state.78 For example, in the spring of 2017 the US 
Department of Justice indicted members of the FSB, one of Russia’s 
intelligence agencies, as well as two hackers who were alleged to have 
worked with the FSB to steal information from what is now reported to 
be 3 billion Yahoo user accounts in 2014. The hack was a joint endeavor 
by an intelligence agency and criminal actors and was carried out for 
both intelligence and criminal purposes, illustrating the nexus between 
these two forces.79 Additionally, governments have directly engaged in 
crime via the cyber domain to circumvent economic sanctions or build 
military and industrial capability through intellectual property theft. 
North Korea has allegedly netted millions of dollars from cybercrime to 
evade the crippling effects of economic sanctions including, recently, the 
WannaCry ransomware attack in the spring of 2017 and financial theft 
operations targeting banks in the SWIFT network, including the Bank 
of Bangladesh in 2016 and Taiwan’s Far Eastern Bank in 2017.80 

While there have been ad hoc agreements between states to grapple 
with certain aspects of criminal activity in cyberspace (notably, the 2015 
agreement between the US and China to refrain from economic espio-
nage and intellectual property theft, discussed in greater detail below), 
there are no CBMs either in the GGE or OSCE lists that directly ad-
dress cooperation on cybercrime. Most Western states have already 
institutionalized domestic laws criminalizing illicit cyber activity and 
have agreed to cooperate on the prevention of cybercrime by becoming 
signatories to the Budapest Convention on Cybercrime.81 In contrast, 
the Russian Federation is the only member of the Council of Europe 
that has not signed the Budapest Convention.82 
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Opportunities and Recommendations
Extending the above analysis, we explore potential avenues for coop-

eration between rivals in cyberspace. Given recent disappointments at 
multilateral forums for cyber CBMs, we evaluate opportunities for bilateral 
CBMs when the conditions for effective multilateral CBMs are not met. 
Finally, we provide specific recommendations for new cyber CBMs. 

Bilateral Cyber CBMs

Consistent with the CBM literature, the above discussion has focused 
primarily on assessing multilateral efforts to develop measures for cyber-
space. However, there have been some notable examples of bilateral cyber 
CBMs outside of the GGE and OSCE, specifically between the US and 
Russia and the US and China.83 These cases are consistent with the thrust 
of the analysis above: both of these dyads are cases in which there is a mutu-
ally recognized, non-negligible risk of escalation and inadvertent conflict in 
the domain and, therefore, would benefit from CBMs even as multilateral 
efforts involving the same countries have failed. 

With respect to China and the US, some progress has been made 
in developing mechanisms that promote transparency and cooperation 
during peacetime as well as in a crisis. In 2015 Presidents Obama and 
Xi signed an agreement to abstain from cyber-enabled intellectual 
property theft for gaining a commercial competitive advantage, to ex-
change vulnerability and law enforcement information, and to create a 
working group to further discuss the UN GGE 2015 Report.84 While 
advancing the agenda of the latter was clearly unsuccessful, as evidenced 
by the failed 2017 GGE summit, the 2015 agreement between the US 
and China did provide some clarity regarding how each state intends to 
use the domain (if only within the confines of economics). Furthermore, 
by mutually agreeing to refrain from economic espionage, the 2015 
agreement enabled states to identify potential defections from a pattern 
of compliance. Most recently, following a meeting between Presidents 
Trump and Xi at Mar-a-Lago in April 2017, the US and China initiated 
another round of bilateral talks in October 2017 that reaffirmed the 
CBMs agreed to in 2015.85 However, bilateral agreements have been 
limited to economic issues rather than political or national security 
ones. This likely reflects the enduring strategic value both governments 
perceive in developing cyber capabilities at a relatively low cost/risk for 
national security purposes. Moreover, the evidence is mixed with respect 
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to the extent of China’s compliance with the 2015 agreement. In the 
March 2018 Worldwide Threat Assessment, the US Director of National 
Intelligence assessed that Chinese cyberespionage has decreased since 
the 2015 agreement but noted that “most Chinese cyber operations 
against US private industry are focused on cleared defense contractors 
or IT and communications firms whose products and services support 
government and private sector networks worldwide.”86 The findings of 
the March 2018 US Trade Representative report on China are similarly 
ambiguous about Chinese behavior post-2015.87

In a separate landmark agreement, in 2014 the US Department of 
Defense and the People’s Liberation Army allowed the exchange of 
observers for major military activities and created a military crisis 
notification system utilizing the Defense Telephone Link between the 
two countries that was established in 2008.88 Though neither of these 
agreements contained the term “cyber” or “ICT,” it was understood at 
the signing that the catalyst was uncertainty stemming from the potential 
for inadvertent escalation during a crisis.89 Again, however, the fact that 
this agreement did not directly address notification and observation for 
cyberspace highlights some of the major hurdles to effective cyber CBMs 
in these categories as much as it does the opportunities for cooperation. 
This reflects the delicate balance cyber powers such as the US and China 
must strike between preventing an inadvertent spiral into an unwanted 
conflict and protecting cyber assets and capabilities in the event they are 
needed if the former occurs. 

In June 2013, the US and Russia created a working group within the 
context of the Bilateral Presidential Commission that sought to “pro-
mote transparency and reduce the possibility that an incident related to 
the use of ICTs could unintentionally cause instability or escalation.”90 
Though the United States suspended its participation in the Bilateral 
Commission following Russia’s invasion of Ukraine in 2014, the agreement 
mentioned three measures of note.91 First was the continuous sharing of 
cyber threat information between the US CERT located at the Department 
of Homeland Security (DHS) and its Russian equivalent. Second was an 
agreement to utilize the Nuclear Risk Reduction Center (NRRC), first 
established in 1987, to facilitate inquiries about cybersecurity incidents. 
In the closing days of the 2016 presidential election, it was reported 
that the United States used the NRRC to deter Russia from directly 
interfering with US voting systems.92 What is unique about this case is 
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not that the hotline was used but, rather, that it was used for deterrence 
rather than for détente. Finally, the commission also created a direct line 
between the White House’s Cybersecurity Coordinator and the Kremlin’s 
Deputy Secretary of the Security Council integrated into the Direct Se-
cure Communications System that, like the NRRC, was first developed 
to manage nuclear crises during the Cold War. That said, while these are 
examples of confidence building measures developed with the intent to 
promote both peacetime and crisis stability, their efficacy remains to be 
seen. As noted earlier, the Russians succeeded in penetrating the voting 
systems of several states, although it is not known whether this occurred 
prior or subsequent to the use of the hotline.93

Specific Recommendations for 
New Cyber Confidence Building Measures

Based on the framework articulated in this article we identify several 
potential CBMs that could be adopted. Broadly speaking, these recom-
mendations focus (not exclusively) on promoting stability. While there 
are non-negligible obstacles to CBM formation, particularly in reference 
to crisis and arms racing stability, the imperative to prevent unintended 
conflict escalation and promote crisis stability should compel policy 
makers to devote energy to this effort. Furthermore, crisis and arms racing 
stability CBMs are more practical to conceptualize and implement than 
notification, observation, or political stability measures. We submit the 
following five areas for CBM creation. 

First, as an a priori CBM, stakeholders across adversaries and allies 
should work to build an epistemic community to work toward consensus 
on key concepts and definitions for cyberspace.

Second, the private sector should be systematically included as an actor 
in—not simply the subject of—information CBMs. This is particularly 
relevant for threat actor information CBMs because private actors play a 
central role in attribution, understanding adversary TTPs and capabili-
ties, and information about their own vulnerabilities.

Third, states could make a commitment to state control of offensive 
cyber operations. Specifically, a CBM could articulate a concept of com-
mand and control (C2) for offensive cyber operations in which offensive 
operational capabilities remain in the hands of the military, while over-
sight and launch authorities reside with policy makers. This is similar to 
what many states have already done with respect to nuclear weapons. Cur-
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rently, in cyberspace, many military organizations lack complete control 
of offensive cyber capabilities. This is due to several factors. First, often 
states rely upon proxy actors and maintain ambiguous C2 to buttress a 
government’s plausible deniability of offensive cyber operations. Second, 
due to the often-superior capabilities of private actors, states may rely on 
civilian industry for expertise and development, or states operating para-
statals may depend heavily on cyber espionage for economic growth. 
Relatedly, some states lack robust indigenous cyber capabilities, personnel, 
and the resources to produce them and are thus forced to employ cyber 
proxies to fulfill national security objectives.94 This arms racing stability 
CBM could be built on existing efforts, such as the Budapest Conven-
tion, to standardize laws between states for prosecution of cyber crime 
and other types of nefarious cyber related activity. However, limiting 
nonstate actors that engage in cyber espionage and offensive operations 
may only be possible when the perceived risk of escalation outweighs the 
economic or plausible deniability benefits. 

Fourth, and related to above, effort could be dedicated to a measure 
that addresses the delegation of authorities that each state mandates for 
the approval of various types of cyber operations. This would assist in 
understanding what organizations and individuals are behind specific 
operations, thus adding clarity to attribution efforts. Furthermore, such 
a measure would assist in building confidence between states that these 
operations are maintained through a rigid C2 structure. 

Finally, states could achieve consensus on an arms racing stability 
CBM that limits the indiscriminate and mass compromise of a supply 
chain. States largely agree that espionage is acceptable under customary 
international law and, therefore, would be reluctant to ascribe to a CBM 
that limits cyber espionage. However, the mass targeting of a supply 
chain can be particularly destabilizing, especially if there is a concern 
that intrusions represent preparations for a cyber attack, rather than 
simply espionage. An example of this would be if a state maintained a 
backdoor into every computer that happens to employ a certain brand 
of antivirus software, or every cell phone manufactured by a specific 
developer (as allegedly occurred with both Russia and China, respec-
tively).95 Beyond the national security concerns, there are implications 
for international trade if states perceive the need to resist market forces 
and only purchase software and hardware manufactured domestically 
or by a trusted ally. While capable cyber powers will likely continue to 
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seek to disrupt the supply chain to gain access to an adversary, limiting 
mass (versus tailored) operations through a CBM could enhance stability 
among cyber rivals.

Creating new cyber CBMs and the continued maintenance of those 
already in existence is a necessary step toward mitigating the risk of in-
advertent conflict in cyberspace. While traditional arms control regimes 
are unrealistic and ill-suited for managing the risks associated with cyber 
operations, CBMs that take into account the unique attributes and 
dynamics of operating in the cyber domain could help to share infor-
mation, mitigate uncertainty, and facilitate crisis management, thereby 
promoting much-needed stability between states. 
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Appendix

Table A.1. United Nations General Assembly (UNGA) recommended 
confidence building measures (CBM) on 22 July 2015 
Recommended CBM CBM classification

1. � The identification of appropriate points of contact at 
the policy and technical levels to address serious 
information and communications technology (ICT) 
incidents and the creation of a directory of such 
contacts;

Stability-crisis

2. � The development of and support for mechanisms 
and processes for bilateral, regional, subregional, 
and multilateral consultations, as appropriate, to en-
hance inter-state confidence-building and to reduce 
the risk of misperception, escalation and conflict that 
may stem from ICT incidents;

Stability-arms race

3. � Encouraging, on a voluntary basis, transparency at 
the bilateral, subregional, regional and multilateral 
levels, as appropriate, to increase confidence and 
inform future work. This could include the voluntary 
sharing of national views and information on various 
aspects of national and transnational threats to 
and in the use of ICTs; vulnerabilities and identi-
fied harmful hidden functions in ICT products; best 
practices for ICT security; confidence-building mea-
sures developed in regional and multilateral forums; 
and national organizations, strategies, policies and 
programmes relevant to ICT security;

Information-use, threat actor, and 
security

4. � The voluntary provision by states of their national 
views of categories of infrastructure that they 
consider critical and national efforts to protect them, 
including information on national laws and policies 
for the protection of data and ICT-enabled infrastruc-
ture. States should seek to facilitate cross-border 
cooperation to address critical infrastructure vulner-
abilities that transcend national borders. These 
measures could include:

Information-use

 � �  –� � a repository of national laws and policies for the 
protection of data and ICT-enabled infrastructure 
and the publication of materials deemed appro-
priate for distribution on these national laws and 
policies;

 � �  –� � the development of mechanisms and processes 
for bilateral, subregional, regional and multilateral 
consultations on the protection of ICT-enabled criti-
cal infrastructure;

 � �  –� � the development on a bilateral, subregional, 
regional and multilateral basis of technical, legal 
and diplomatic mechanisms to address ICT-related 
requests;

 � �  –� � the adoption of voluntary national arrangements 
to classify ICT incidents in terms of the scale and 
seriousness of the incident, for the purpose of fa-
cilitating the exchange of information on incidents.
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Table A.2. UNGA-recommended additional CBMs on a bilateral, subregional, 
regional, and multilateral basis
Recommended CBM CBM classification

A. � Strengthen cooperative mechanisms between relevant agen-
cies to address ICT security incidents and develop additional 
technical, legal and diplomatic mechanisms to address ICT 
infrastructure-related requests, including the consideration of 
exchanges of personnel in areas such as incident response 
and law enforcement, as appropriate, and encouraging 
exchanges between research and academic institutions;

Information-security

B. � Enhance cooperation, including the development of focal 
points for the exchange of information on malicious ICT use 
and the provision of assistance in investigations;

Information-security

C. � Establish a national computer emergency response team 
and/or cybersecurity incident response team or officially 
designate an organization to fulfill this role. States may wish 
to consider such bodies within their definition of critical infra-
structure. States should support and facilitate the functioning 
of and cooperation among such national response teams 
and other authorized bodies;

Information-threat actor and 
security

Stability-crisis

D. � Expand and support practices in computer emergency 
response team and cybersecurity incident response team 
cooperation, as appropriate, such as information exchange 
about vulnerabilities, attack patterns and best practices for 
mitigating attacks, including coordinating responses, organiz-
ing exercises, supporting the handling of ICT-related inci-
dents and enhancing regional and sector-based cooperation;

Information-threat actor and 
security

Stability-crisis

E. � Cooperate, in a manner consistent with national and inter-
national law, with requests from other states in investigating 
ICT-related crime or the use of ICTs for terrorist purposes 
or to mitigate malicious ICT activity emanating from their 
territory.

Information-threat actor and 
security

Table A.3. CBMs adopted through OSCE Permanent Council Decision no. 
1106 on 3 December 2013
Recommended CBM CBM classification

1. � Participating states will voluntarily provide their national views on 
various aspects of national and transnational threats to and in the 
use of ICTs. The extent of such information will be determined by 
the providing parties.

Information-security

2. � Participating states will voluntarily facilitate co-operation among the 
competent national bodies and exchange of information in relation 
with security of and in the use of ICTs.

Information- use and 
security

3. � Participating states will on a voluntary basis and at the appropriate 
level hold consultations in order to reduce the risks of mispercep-
tion, and of possible emergence of political or military tension or 
conflict that may stem from the use of ICTs, and to protect critical 
national and international ICT infrastructures including their integrity.

Stability-arms race

4. � Participating states will voluntarily share information on measures 
that they have taken to ensure an open, interoperable, secure, and 
reliable internet.

Information-use
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Table A.3. CBMs adopted through OSCE Permanent Council Decision no. 
1106 on 3 December 2013 (continued)

Recommended CBM CBM classification

5. � The participating states will use the OSCE as a platform for dialogue, 
exchange of best practices, awareness-raising and information on 
capacity-building regarding security of and in the use of ICTs, includ-
ing effective responses to related threats. The participating states will 
explore further developing the OSCE role in this regard.

Administrative

6. � Participating states are encouraged to have in place modern and 
effective national legislation to facilitate on a voluntary basis bilateral 
co-operation and effective, time-sensitive information exchange  
between competent authorities, including law enforcement agencies, 
of the participating states in order to counter terrorist or criminal use 
of ICTs. The OSCE participating states agree that the OSCE shall 
not duplicate the efforts of existing law enforcement channels.

Information-threat actor

7. � Participating states will voluntarily share information on their national 
organization; strategies; policies and programmes – including on 
co-operation between the public and the private sector; relevant to 
the security of and in the use of ICTs; the extent to be determined 
by the providing parties.

Information-use

8. � Participating states will nominate a contact point to facilitate per-
tinent communications and dialogue on security of and in the use 
of ICTs. Participating states will voluntarily provide contact data of 
existing official national structures that manage ICT-related incidents 
and co-ordinate responses to enable a direct dialogue and to 
facilitate interaction among responsible national bodies and experts. 
Participating states will update contact information annually and 
notify changes no later than thirty days after a change has occurred. 
Participating states will voluntarily establish measures to ensure 
rapid communication at policy levels of authority, to permit concerns 
to be raised at the national security level.

Stability-crisis, 
Information-use

9. � In order to reduce the risk of misunderstandings in the absence of 
agreed terminology and to further a continuing dialogue, participat-
ing states will, as a first step, voluntarily provide a list of national ter-
minology related to security of and in the use of ICTs accompanied 
by an explanation or definition of each term. Each participating state 
will voluntarily select those terms it deems most relevant for sharing. 
In the longer term, participating states will endeavor to produce a 
consensus glossary.

Information-use

10. � Participating states will voluntarily exchange views using OSCE 
platforms and mechanisms inter alia, the OSCE communications 
network, maintained by the OSCE secretariat’s Conflict Prevention 
Centre, subject to the relevant OSCE decision, to facilitate com-
munications regarding the CBMs.

Administrative

11. � Participating states will, at the level of designated national experts, 
meet at least three times each year, within the framework of the 
security committee and its informal working group established 
by permanent council decision no. 1039 to discuss information 
exchanged and explore appropriate development of CBMs. Can-
didates for future consideration by the IWG may include inter alia 
proposals from the consolidated list circulated by the chairmanship 
of the IWG under PC.DEL/682/12 on 9 July 2012, subject to discus-
sion and consensus agreement prior to adoption.

Administrative
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 Table A.4. CBMs adopted through OSCE Permanent Council Decision no. 1202
 on 10 March 2016
Recommended CBM CBM classification

12. � Participating states will, on a voluntary basis, share information and 
facilitate inter-state exchanges in different formats, including work-
shops, seminars, and roundtables, including on the regional and/or 
subregional level; this is to investigate the spectrum of co-operative 
measures as well as other processes and mechanisms that could 
enable participating states to reduce the risk of conflict stemming 
from the use of ICTs. Such activities should be aimed at preventing 
conflicts stemming from the use of ICTs and at maintaining peace-
ful use of ICTs.

Information-security

� �   �    With respect to such activities participating states are encouraged, 
inter alia, to:

�    �    –� � c�onduct such activities in the spirit of enhancing inter-state coop-
eration, transparency, predictability and stability;

    �    –� �� complement, through such activities, un efforts and avoid dupli-
cating work done by other fora; and

�    �    –� � take into account the needs and requirements of participating 
states taking part in such activities.

�  �  �    Participating states are encouraged to invite and engage represen-
tatives of the private sector, academia, centres of excellence and 
civil society in such activities.

13. � Participating states will, on a voluntary basis, conduct activities for 
officials and experts to support the facilitation of authorized and 
protected communication channels to prevent and reduce the risks 
of misperception, escalation, and conflict; and to clarify technical, 
legal and diplomatic mechanisms to address ICT-related requests. 
This does not exclude the use of the channels of communication 
mentioned in Permanent Council Decision no. 1106.

Stability-arms race, 
crisis

14. � Participating states will, on a voluntary basis and consistent with 
national legislation, promote public-private partnerships and 
develop mechanisms to exchange best practices of responses to 
common security challenges stemming from the use of ICTs.

Information-security

15. � Participating states, on a voluntary basis, will encourage, facilitate 
and/or participate in regional and subregional collaboration be-
tween legally-authorized authorities responsible for securing critical 
infrastructures to discuss opportunities and address challenges to 
national as well as trans-border ICT networks, upon which such 
critical infrastructure relies.

Information-security, 
threat actor

    �    Collaboration may, inter alia, include:

     �     –� � sharing information on ICT threats;

 �         –� � exchanging best practices;

     �     –� � developing, where appropriate, shared responses to common 
challenges including crisis management procedures in case of 
widespread or transnational disruption of ICT-enabled critical 
infrastructure;

     �     –� � adopting voluntary national arrangements to classify ICT inci-
dents in terms of the scale and seriousness of the incident;

   �       –� � sharing national views of categories of ICT-enabled infrastruc-
ture states consider critical;
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Table A.4. CBMs adopted through OSCE Permanent Council Decision no. 1202
 on 10 March 2016 (continued)

Recommended CBM CBM classification

      –� � improving the security of national and transnational ICT-enabled 
critical infrastructure including their integrity at the regional and 
subregional levels; and

   �   –� � raising awareness about the importance of protecting industrial 
control systems and about issues related to their ICT-related 
security, and the necessity of developing processes and mecha-
nisms to respond to those issues.

16. � Participating states will, on a voluntary basis, encourage respon-
sible reporting of vulnerabilities affecting the security of and in 
the use of ICTs and share associated information on available 
remedies to such vulnerabilities, including with relevant segments 
of the ICT business and industry, with the goal of increasing coop-
eration and transparency within the OSCE region. OSCE participat-
ing states agree that such information exchange, when occurring 
between states, should use appropriately authorized and protected 
communication channels, including the contact points designated 
in line with CBM 8 of Permanent Council Decision no. 1106, with a 
view to avoiding duplication.

Information-security

Disclaimer

The views and opinions expressed or implied in SSQ are those of the authors and are not officially 
sanctioned by any agency or department of the US government. We encourage you to send com-
ments to: strategicstudiesquarterly@us.af.mil




