The explosive growth of facial recognition technology has exceeded the ability of existing legal frameworks related to privacy around the world to adequately safeguard individuals and human rights. Laws governing the use of this technology and collection of biometric information range from nonexistent in some countries to robust in others, and in some cases, these laws favor nondemocratic regimes and threaten individuals’ privacy. At this critical juncture, the United States should work with its Allies and partners to establish and promote norms protecting human rights as governments and the private sector take advantage of this increasingly robust technology.

Innovation and technological development proceed much faster than policy or norm development, and it can be a challenge for decisionmakers to modernize legislation to keep pace with social and technological changes. The adoption of a new technology, in the field of biometrics for example, leads to new practices. New laws may be implemented alongside new technologies, which in turn may affect norms and expectations of surveillance and privacy. With the rise of artificial intelligence (AI) and surveillance technologies, many governments have invested in and implemented facial recognition surveillance technology for a variety of reasons, such as public safety, pandemic-related policies, counterterrorism efforts, and domestic control.

Since 2016, there has been a dramatic increase in the use of such surveillance technologies, and it is unclear what laws and policies are being created to govern their use and the use of other biometric data, particularly in regard to privacy and human rights. In recognition of this, the UN High Commissioner for Human Rights called for a moratorium in 2021 on the use of artificial intelligence and facial recognition in public spaces until safeguards for rights are established.¹

Emerging Laws and Norms for AI Facial Recognition Technology

Facial recognition technology impedes on individual privacy, which is a human right that includes privacy of one’s information and from observation, the moral values of autonomy—where an individual can make choices consistent with their sense of self, not because they are being monitored and perhaps threatened with punishment—and privacy for personal projects and plans. Collective privacy maintains a power balance between the state and society, particularly in liberal democratic regimes.

The impact of surveillance technology’s global proliferation on laws and norms concerning privacy and human rights presents a new dimension for how technology adoption and risk are considered. As new laws are constructed, new norms will also emerge in international law applicable to cyberspace and technology.

By examining the use of AI facial recognition technology (FRT) by individual countries, this article observes how different states approach their obligations regarding privacy and human rights and looks for patterns or trends that may impact global norm development for this technology. An analysis of emerging FRT laws and policies in various countries finds both democratic and nondemocratic nations are approaching the technology in a number of different ways, with some adopting laws to govern the use of this technology.

At the same time, many countries, regardless of government type, have yet to adopt such laws, and it is unclear if and when they will. Current laws that protect human rights and privacy are thus insufficient to address critical aspects of this technology. Further, and critically, democracies that have failed to create laws and policies protecting citizens from FRT have promulgated legal voids in a similar manner as nondemocratic regimes that seek to protect those in power.

Methodology

This article employs a comparative approach to answering the main questions and investigating the conditions that may contribute to countries adopting laws that restrict privacy and expanding the use of facial recognition technology. Nineteen countries plus the European Union (EU) were selected to represent diversity in regime type (democracies and nondemocracies), geographic location, and population size.

This research is primarily focused on national laws that govern the state’s use of FRT, but where possible, it also collects data on how this technology is being used within the countries and any restrictions of private-sector use of the technology. In addition, it is noted when countries regulate 1:1 and 1:N FRT differently. With 1:1 FRT, a subject’s photo is matched to a specific image in a database to determine if the images are of the same person and is frequently used by applications for authentication or verification during a login process. In contrast, 1:N FRT is used to compare the subject’s photo to multiple images in a database to see if any of them are a match.2

This research is concerned with AI facial recognition technology legislation since 2016. That year is not a decisive turning point, but rather an approximate midway
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point in the recent global development and proliferation of FRT. Facial recognition technology using AI in social media began in 2010 with Facebook allowing users to tag and identify people in photos, and use of the technology accelerated from there. The iPhone X, released in 2017, used FRT to unlock the phone, thereby bringing this technology into the daily lives of people.³

The year 2016 was selected as a reference point because while AI FRT was still relatively new at that time, it had been in existence long enough for governments to experiment integrating it with existing practices as well as to begin considering the legal implications of it. For example, in 2011 the Federal Bureau of Investigation launched the FRT component of its Next Generation Identification Interstate Photo System (NGI-IPS) with a database of over 10 million images. In 2016, the Government Accountability Office revealed that the NGI-IPS also gained access to and included over 400 million noncriminal civilian images in its database. By 2019, the database had over 640 million images.⁴

Many countries have data protection laws that were passed in the late 1990s and early 2000s. Yet laws created in that time period are less likely to address concerns that are relevant for the way FRT is deployed in the public and private sector today. Specifically, most do not address the wide-scale use of biometric data collection and AI, the need for oversight, or the requirements for storage and protection of sensitive biometric data, such as fingerprints, iris scans, and facial images.

As the technology evolved into the 2010s and beyond, there was a growing recognition of the capabilities of AI-enabled FRT and the legislative measures that might be needed to regulate its use. The COVID-19 pandemic and the use of this technology to enforce lockdown measures in many countries accelerated the use of AI-enabled FRT and the public’s awareness of it.

Additionally, the technology has also evolved, further surpassing previous limitations of machine-learning models, which struggled with effectiveness when using large databases. These limitations have been overcome by FRT models that harness deep learning and make them more effective with larger databases, including models that scrape vast numbers of images from social media and the internet as a whole.⁵ As this technology has advanced, so too have the efforts of activists and lawyers who are concerned with its impacts on privacy, democracy, and human rights.

---

³ "A Brief History of Facial Recognition," NEC (website), May 12, 2022, https://www.nec.co.nz/.
⁵ FACIA, “Face Matching.”
Country Studies

Argentina

In Argentina, city, state, and federal legislatures coexist and sometimes contradict each other. Argentina’s federal law on data protection, enacted in 2000, fails to consider AI FRT, other biometric data, or the collection of other sensitive personal data.\(^6\) In 2019, Buenos Aires implemented the Fugitive Facial Recognition System, but it was suspended in 2020 during the COVID-19 pandemic due to reduced effectiveness with masked faces.\(^7\)

In September 2022, a trial judge declared this system unconstitutional because of the privacy risks it posed. Specifically, the judge found that the rights to privacy, intimacy, and data collection have collective relevance in the context of public surveillance and law enforcement. The court prohibited the operation of the Fugitive Facial Recognition System until the control and oversight mechanisms required by law are put in place.\(^8\) Other cities currently have plans to move ahead with different facial recognition systems.\(^9\)

Australia

In Australia, the government and civil society use facial recognition technology widely. There are limited restrictions on it and no AI-specific legislation. The proposed Identity Verification Services legislation calls for the curtailing of 1:1 FRT, such as those employed by apps for authentication during the login process. It does not regulate the use of biometric information and identity matching that falls outside of the scope of the legislation, such as 1:N FRT that is already in widespread use.\(^10\) New legislation to regulate the “high-risk” usage of AI, such as in law enforcement or hiring practices, while minimizing restrictions on “low risk” usage, such as with chatbots, is under consideration.\(^11\)


Belgium

Belgium banned the use of facial recognition and other biometrics-based video surveillance technology by the private sector for nonpolice use in 2018. Yet there are no laws that govern the use of FRT by the government. There has been public debate and demands by human rights groups to regulate the government’s use of facial recognition technology, but legislation has not been passed yet.

Brazil

Brazil’s General Data Protection Law makes data protection a fundamental right in Brazil, but it does not apply to data collection carried out for the purposes of public safety, national security, and defense or for investigation or prosecution of criminal offenses. There have been several federal commissions formed to advise on the drafting of a bill to regulate AI as well as civil-society led demonstrations against the use of FRT in public spaces. The existing national legislation enshrines the right to privacy, so any future discussions and legislation on FRT will be grounded in the General Data Protection Law and protection of constitutional rights.

Canada

Canadian law requires express opt-in consent for the use of FRT by private companies. Privacy regulators have called for more national legislation to regulate the use of this technology in Canada, as some laws are local or provincial. New legislation that addresses the shortcomings of Bill C-27, which includes the Consumer Privacy Protection Act and the Artificial Intelligence and Data Act, is before the Canadian parliament for consideration in 2024. Yet privacy experts charge that the proposed amendments to the existing legislation are inadequate because they not only fail to provide special protections for biometric information, but they also do not flag biometric data as “sensitive information” or define sensitive information at all.

15. Caeiro, Regulating Facial Recognition.
**China**

China is the most surveilled country in the world and helped to fuel the explosion of facial recognition technology globally. In August 2023, the Chinese government issued rules to oversee the management of FRT. The Cyberspace Administration of China stated that FRT can only be used when there is a specific purpose and necessity and must be accompanied by strict protective measures. The Cyberspace Administration states biometric data should only be used with the individual’s consent and other nonbiometric means of identification should be used when they are equally effective.¹⁷ FRT should be reserved for the purpose of maintaining public safety, although there are circumstances in which administrative use of this technology does not require individual consent.¹⁸

This law attempts to protect citizens from capitalist surveillance but does not restrict the use of government surveillance or use of FRT on the general population. It also encompasses broad exceptions for national security and public safety. Overall, it enables a continued state of surveillance and overt government exceptionalism to restrictions on individuals’ privacy, but it also grants individuals new rights to protect their privacy and personal data from businesses that stand to profit from them.¹⁹

**European Union**

In December 2023, the EU agreed to new rules to regulate the use of AI and biometric surveillance. The regulations are being hailed as a regulatory breakthrough and a global standard.²⁰ According to the new agreement, governments can only use real-time biometric surveillance in public spaces in certain circumstances, such as “the prevention of genuine, present, and foreseeable threats . . . and searches for people suspected of the most serious crimes.” The indiscriminate scraping of facial images from the internet or closed-circuit television (CCTV) is prohibited, and consumers “would have the right to launch complaints and receive meaningful explanations.”²¹

---


The European Parliament voted on the final legislation in March 2024, which will enter into force in summer 2024.²²

**France**

In March 2023, France passed a controversial law to allow police to use surveillance cameras and AI for public safety ahead of the 2024 Olympics. The law allows law enforcement to identify threats “such as dangerous crowd movements and unattended bags,” but facial recognition technology is not permitted.²³ France’s new law varies in certain ways from the EU’s new AI Act, so there may be a potential clash between EU and French laws.²⁴

**India**

India does not have laws that directly govern the use of facial recognition technology, as the Personal Data Protection Bill of 2019 and Information Technology Act of 2000 do not address it.²⁵ AI FRT is used in many parts of the country to solve crimes. The government is promoting a “smart cities” approach through the use of drones, AI-enabled CCTV, and FRT that appears to enjoy support across the political spectrum.²⁶

In 2022, the Criminal Procedure (Identification) Act took effect, expanding the government’s authority to collect biometric and behavioral data for people who are arrested, have court dates, or are convicted criminals. India’s National Crime Records Bureau is looking to build one of the largest facial recognition systems in the world. It seeks to create a database of “mugshots of criminals, passport photos, and images collected by agencies such as the Ministry of Women and Child Development,” that could be matched to images from CCTV cameras across the country.²⁷

---


²⁶. Jain.
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**Israel**

In September 2023, the Israeli government received cabinet approval for its bill to place FRT cameras in public places during events, such as protests, as long as a police officer is convinced it does not amount to the “undue invasion” of any individual’s privacy. The legislation allows for the use of facial recognition cameras and their data “to prevent, thwart, or uncover serious crime” and the individuals involved.

Human rights organizations, such as Amnesty International, have alleged that Israel is increasingly using FRT to surveil and track movements of Palestinians in the West Bank and East Jerusalem.

Since the attacks on October 7, 2023, the Israeli military has used an expansive facial recognition program to search for hostages taken by Hamas, track Palestinians in Gaza, and identify anyone with ties to Hamas or other militant groups. Yet the program has, at times, wrongly identified civilians as militants. The Israeli Defence Forces does not dispute the use of the mass surveillance program but states it is carrying out “necessary security and intelligence operations.”

**Japan**

Japanese technology is often at the forefront of innovation, and FRT is widespread in Japan. With the addition of its new extension, Osaka Station has been billed as the most high-tech train station in the world, with a trial for facial recognition scans for passenger entry underway. In other parts of Japan, drone delivery of medicines is being tested with FRT embedded to verify that an authorized person receives the delivery.

Japan recognizes facial features as biometric data that are protected by the Personal Information Protection Code, which requires consent of the individual. But in practice, the private sector uses facial recognition cameras in large areas where consent of every individual is not possible and police have access to the data. It appears Japan does not have any legal requirements concerning the handling of facial recognition data, except that FRT must be accompanied by a public notice of the purpose of the data, or notification of the subject whose information is being collected.

---

Myanmar

In Myanmar, surveillance technology was adopted without public consultation and is used to identify people and license plates. There are over 300 AI-equipped surveillance cameras that are capable of facial recognition across the capital city as part of the Safe City Initiative. National law requires the collection of biometric data when purchasing a smartphone, leading to the creation of a national database on biometric data.34

Russia

Russia’s Law on Personal Data protects information related to an identifiable person and requires consent of the individual for the collection of biometric data through facial recognition technology. Yet laws on public security and crime prevention, such as the Law on Experimenting with Artificial Intelligence, provide exceptions to this requirement for consent, rendering it ineffective. According to human rights activists, the law does not provide any mechanisms for judicial or public oversight for surveillance collection and technologies and therefore lacks appropriate or sufficient guardrails to prevent the misuse of the technology and data.35

Human rights organizations assert that facial recognition technology is widely used throughout Russia with no regulation, oversight, or data protection. Furthermore, Russian authorities have begun to implement silhouette recognition technology in instances when the face is not visible. The lower house of the Duma passed legislation in December 2022 that set up a legal framework for collection, storage, and management of biometric data and outlawed the forceful collection of biometric data—face and voice—from any individual.36

South Africa

Facial recognition technology is legal, widespread, and largely unregulated in South Africa. In February 2021, the constitutional court of South Africa found the Regulation of Interception of Communications and Provision of Communication-Related Information Act of 2002 to be unconstitutional because it failed to provide adequate safeguards to protect the right to privacy.37

37. Amabhungane Centre for Investigative Journalism NPC and Another v Minister of Justice and Correctional Services and Others; Minister of Police v Amabhungane Centre for Investigative Journalism NPC and Others CCT278/19 & CCT279/19, Constitutional Court of South Africa, February 4, 2021, https://www.saflii.org/.
In May 2021, South Africa’s Department of Home Affairs drafted an identity management policy to grant police “unfettered access” to citizens’ biometric data without a court order. The policy proposed that all biometric data of all citizens should be centralized in a database and that an automated biometric identification system be created, but South Africa does not have any laws regulating police use of facial recognition software or related surveillance technology.\(^{38}\)

**South Korea**

South Korea has promoted facial recognition technology through its ministries and local governments in recent years but does not appear to have laws or policy providing its oversight or regulation. In January 2023, the National Human Rights Commission of Korea warned against the dangers of implementing FRT without legislative regulations in place and asked the speaker of the National Assembly to delay the implementation of this technology in public institutions until a law is created.\(^{39}\)

The commission recommended to the prime minister that all real-time FRT in public spaces be suspended until relevant laws are created to protect privacy and human rights. Additionally, the commission recommended that real-time facial recognition should be generally prohibited, except in extraordinary circumstances “based on clear and imminent public interest . . . such as searching for missing children.”\(^{40}\)

**United Arab Emirates**

The United Arab Emirates (UAE) passed a law in February 2021 allowing the use of facial recognition technology in certain private and government sectors to verify the identity of individuals and reduce paperwork.\(^{41}\) This legislation came after several emirates implemented policies using FRT. In 2021 the UAE implemented a national digital identity and solutions system for citizens and residents, called the “UAE Pass,” that uses facial recognition and smartphones to provide government services.\(^{42}\)


\(^{40}\) Chai.


United Kingdom

Facial recognition has been controversial in the United Kingdom for years. There is no specific facial recognition law in the UK, but the Data Protection Act of 2018 establishes some responsibilities surrounding its use. In 2020, a British court ruled that the use of FRT to create a watchlist for the South Wales police force was unlawful and violated the human rights of the people whose data was collected and outlined issues that would need to be addressed for it to be lawful. Privacy and civil liberty groups, experts, and lawmakers have called for a ban on live or real-time FRT in the UK, particularly in public places, because they claim it infringes on human rights and privacy.

United States

The United States does not have federal laws governing the use of FRT, so some states, cities, and counties have developed their own, creating a patchwork of laws throughout the country. Twenty of the 42 federal law enforcement agencies use FRT. The majority of US states do not have restrictions on its use, but thirteen states do—Washington, Vermont, Maine, Virginia, New York, California, New Hampshire, Oregon, Utah, Massachusetts, Illinois, Texas, and Colorado—although these laws vary on whether they prohibit or regulate government or private sector use of FRT.

Cities such as Portland, Oregon and Baltimore have banned commercial use of this technology, while Portland and other cities, including Boston, San Francisco, and New Orleans, have enacted full bans on governmental use of FRT. There have been several proposals in the US Congress to regulate the use of FRT, but none have gained enough support to move forward.

Venezuela

Venezuela does not appear to have any laws or regulations pertaining to facial recognition technology or data protection. The Venezuelan government engages in robust surveillance activities and lacks independent oversight of the state's surveillance of citizens. The Maduro regime requires participation in government surveillance and data
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collection programs to access government services and subsidies, including a virtual wallet to receive pension payments that is integrated with a biometric payment system operated by Banco de Venezuela. 48 Facial recognition technology is used by the government, police, banking, and in transportation, such as at airports and on trains. 49

**Zimbabwe**

Zimbabwe also engages in robust surveillance activities yet does not have laws to specifically regulate or limit the use of FRT. Facial recognition technology is being used by government, police, banking, and transportation sectors, such as for buses, trains, and airports. 50 There are no laws that limit or restrict surveillance activities, and FRT is not covered under the Interception of Communications Act (2007), the legislation that legitimized surveillance in Zimbabwe. 51 A data protection law passed in 2021 has been criticized for having multiple shortcomings, while the government maintains that the purpose of surveillance and FRT is to ensure the safety of citizens. 52

**Analysis**

An analysis of these 20 countries’ regulation of facial recognition technology reveals some countries are making more progress toward regulation than others. Table 1 outlines and summarizes the country-by-country analysis based on the qualitative data presented in the previous discussion. It also incorporates data on the level of democratic governance and more specific information on FRT laws. The table data reflect the presence of national laws or judicial decisions regarding FRT since 2016 and whether these mechanisms protect individual privacy from the government or private sector, prohibit real-time 1:N systems that can be used for mass surveillance—with limited exceptions, such as missing children—or prohibit the scraping of images on the internet to build the database.

The table also shows the presence of meaningful oversight of the use of FRT and whether the new laws provided substantial limitations and oversight of state surveillance and provided avenues of recourse for individuals. It includes data on how democratic the government is in each country, as assessed by Freedom House in its annual

---

*Freedom in the World* report. For the EU, the average democracy score of its members is presented in the table.\textsuperscript{53}

Each factor—other than democratic governance—was assigned a score based on a yes/no answer; if the answer was “yes” then the country received a 1, and if the answer was “no” then it received a 0. The exception to this was the United States, which was the only country to receive a partial score (0.5) for presence of national laws on FRT because of the stringent laws in some parts of the country but the dearth of national laws overall. A higher score indicates that the country has taken more measures to protect individuals’ privacy from potential abuses using FRT, whereas a lower score indicates fewer national laws to protect individuals’ privacy from potential abuses.

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>Argentina</td>
<td>0.85</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.85</td>
</tr>
<tr>
<td>Australia</td>
<td>0.95</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.95</td>
</tr>
<tr>
<td>Belarus</td>
<td>0.08</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.08</td>
</tr>
<tr>
<td>Belgium</td>
<td>0.96</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>4.96</td>
</tr>
<tr>
<td>Brazil</td>
<td>0.72</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.72</td>
</tr>
<tr>
<td>Canada</td>
<td>0.97</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>5.97</td>
</tr>
<tr>
<td>China</td>
<td>0.09</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.09</td>
</tr>
<tr>
<td>European Union</td>
<td>0.9</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>7.9</td>
</tr>
<tr>
<td>France</td>
<td>0.89</td>
<td>1</td>
<td>1</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>5.89</td>
</tr>
<tr>
<td>India</td>
<td>0.66</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.66</td>
</tr>
<tr>
<td>Israel</td>
<td>0.74</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.74</td>
</tr>
<tr>
<td>Japan</td>
<td>0.96</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.96</td>
</tr>
<tr>
<td>Myanmar</td>
<td>0.08</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.08</td>
</tr>
<tr>
<td>Russia</td>
<td>0.13</td>
<td>1</td>
<td>0</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>2.13</td>
</tr>
<tr>
<td>South Africa</td>
<td>0.79</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.79</td>
</tr>
<tr>
<td>South Korea</td>
<td>0.83</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.83</td>
</tr>
<tr>
<td>United Arab Emirates</td>
<td>0.18</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.18</td>
</tr>
<tr>
<td>-------------</td>
<td>------------</td>
<td>---------------------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>-------------------------------------------------------------</td>
<td>---------------------------------</td>
<td>-------------------------------</td>
<td>--------------------------------</td>
<td>---------------------------------------------------------------</td>
<td>----------------------------------</td>
<td>-------------</td>
</tr>
<tr>
<td>United Kingdom</td>
<td>0.91</td>
<td>1</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1</td>
<td>1</td>
<td>3.91</td>
</tr>
<tr>
<td>United States</td>
<td>0.83</td>
<td>0.5</td>
<td>0.5</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>1.83</td>
</tr>
<tr>
<td>Venezuela</td>
<td>0.15</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.15</td>
</tr>
<tr>
<td>Zimbabwe</td>
<td>0.27</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0</td>
<td>0.27</td>
</tr>
</tbody>
</table>
Emerging Laws and Norms for AI Facial Recognition Technology

The data in table 1 capture a wide variety of legislative, policy, and legal positions around the world. Fifteen out of 20 countries had new legislation or legal rulings pertaining to the use of biometric and/or facial recognition technology. The major avenues for state regulation of FRT appear to be no legislation at all; legislation regulating private sector use of the technology; or legislation determining government use of the technology, including requiring citizens to use it in order to access state services, such as with Myanmar and Venezuela.54

Most countries have older data protection laws, but they are usually insufficient for protecting the biometric data used in FRT, thereby prompting the creation of new laws. New legislation grapples with at least five different areas of concern. First, regulating government use of FRT frequently addresses who can use this technology, under what circumstances it can be deployed, and what type of capabilities are permissible. For instance, 1:1 FRT has very different implications than 1:N, and the implications of real-time FRT surveillance differ from those concerning FRT deployed on recorded or delayed surveillance recordings.

Second, the legislation typically addresses the extent of government use of the technology and may establish oversight mechanisms and systems of redress; however, the effectiveness and meaningfulness of this oversight varies significantly in each country. Third, how the database of images is constructed is an issue for legislative concern. Some FRT companies scrape images from the internet and social media to create the largest possible database but cannot gain the consent of the people whose images are included. Others construct databases of known persons of interest and limit searches to just these individuals; however, it is important to have oversight and clear criteria for adding individuals to the database to prevent misuse and abuse.

Fourth, storage and protection of databases of biometric data is also an issue for legislation so that the data cannot be stolen or illegally manipulated. This is particularly important as the data may be stored for decades. Fifth, legislation varies in addressing the scope for FRT use in society. Many existing laws do not address potential for public-private partnerships between governments, particularly law enforcement. Moreover, private security companies may own and operate cameras and provide data to the government. Many laws are not specific enough on the issue of scope.

There are interesting trends in the differences in legislation between democratic and nondemocratic countries. The countries that have passed legislation to protect privacy rights and human rights have all been democracies. The EU scored the highest in this study, followed by France and Canada; these democratic entities have prioritized protection of privacy and human rights and enacted laws to support them.

Yet some of the countries with the lowest scores—including Australia and the United States—are democracies that have not yet passed legislation to regulate FRT. The absence of laws creates a legal void similar to what is seen in nondemocratic countries that have chosen not to regulate FRT. Authoritarian or nondemocratic

regimes have tended to pass legislation that protects the regimes’ interests in using FRT and stymies legal challenges to it.

The lowest scoring countries were Argentina, Australia, India, Israel, Japan, Myanmar, South Africa, South Korea, UAE, the United States, Venezuela, and Zimbabwe. There are several reasons that these countries scored so low, particularly among democracies. For some countries, cultures of privacy focus on communalism instead of individuals, thus diminishing the expectation of protection of individual privacy rights. There may also be economic goals of becoming industry leaders or pioneers in the uses of FRT, such as with Japan’s AI FRT drone delivery system. For others, the challenges of passing national legislation in large, diverse countries present significant difficulty and may require more time or a piecemeal approach across different jurisdictions.

In Australia and the United States, the citizenry are having robust debates over FRT and legislative efforts underway to regulate its use, but national governments have yet to pass legislation on the issue. In the United States, several cities and states have passed legislation that curtails or bans the use of FRT, but there is no federal law, and the majority of the country is not covered by any particular legislation. For some countries, such as Israel, the presence of ongoing conflict and national security concerns appears to outweigh the protection of privacy rights. And finally, some regimes are more authoritarian in nature and do not seek to protect their citizens’ privacy rights in a robust or meaningful way.

**Recommendations**

The use of FRT and legislation governing it vary widely in intent and implementation around the world. Facial recognition technology laws are built upon existing norms of privacy and human rights, but they also provide an opportunity for each country to decide if it will continue on the same trajectory or diverge onto a different path. Nearly every country examined had evidence of popular protest or legal challenges against the use of FRT systems, indicating that regardless of country or legislative framework, people want their privacy and human rights protected.

This research found there is not yet a meaningful distinction between the rate of legislative actions of democracies and nondemocracies. Some democracies have adopted robust laws to govern this technology, but many others have not yet—and some do not appear to be likely to do so anytime soon. When democracies have passed legislation, they have acted to protect their citizens’ privacy and human rights and make
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government surveillance more difficult or require greater oversight. Europe appears to have the greatest momentum for passing legislation to protect individuals’ rights, with the passage of the new EU legislation and preexisting laws in France and Belgium. Canada and Australia have also taken significant steps in this direction.

In every country examined, FRT was implemented before legislation and policy were developed to regulate its use. Prior legislation that regulated collection of data and privacy was typically insufficient for the collection of biometric data and lacked the legal oversight mechanisms many countries sought. Concerns about privacy and human rights have been raised in almost every country in this study. Yet some have acted swiftly to address concerns, while others have moved rapidly to embrace the technology and expand its use. It may be too early to tell how FRT will impact global norms for privacy. It is clear, however, that countries are embracing FRT in different ways, and individual countries are intentionally choosing different approaches to regulating it. These approaches likely reflect economic goals as well as norms and expectations of privacy and government regulation.

These findings are relevant for senior military and civilian leaders because they provide an opportunity for leadership to advance US values and soft power. Specifically, the United States has a chance to promote global standards and norms for the responsible use of FRT consistent with its interests. It could strengthen alliances and partnerships by collaborating on legal and policy positions consistent with its closest partners. The United States could work toward creating a regional or global norm regarding the balance of technological innovation and fundamental rights.

Facial recognition technology also affects US military and civilian personnel stationed overseas and private US citizens traveling abroad. The lack of international regulation or consensus around FRT raises questions about how images and identities of US military and civilian personnel overseas can be protected. The US military can add protections for such US personnel by setting expectations and creating dialogue for regulations concerning the use of FRT. These expectations could be clarified and codified in US laws or agreed to in international forums. The United States should seize the opportunity to determine what legal and normative responsibilities and recourse could be established to protect US personnel and advance national security.

As rapid technological innovation in the field of biometric surveillance proceeds, policymakers and legislators must be aware of the implications for human rights and privacy. As governments and companies invest in developing and implementing this technology to improve safety and security, they should also invest in safeguarding the human rights and privacy of citizens. Such laws and protections will not only affect citizens but will also determine the emergence of new norms in international law applicable to cyberspace and technology. Æ
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