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The military has an emerging requirement for software that links two exist-
ing types of platforms: those that track blue force movements and those 
that display social media activity. If this requirement is adequately articu-

lated, funded, and developed, it will represent a major leap forward in force pro-
tection, intelligence, and counterintelligence. This short article examines the 
shared interests of military leaders and social media users and uses an Air Force 
flight tracking example to illustrate the force protection concerns emerging from 
this shared interest. It also provides background on mission planning and social 
media exploitation software suites, articulates a general technical solution to a 
defined problem, and ends by defining major impact touch points and suggesting 
future developments.

First, one feature of the military’s information environment is a mutually impli-
cative shared interest with social media users all over the world.1 Military decision 
makers desire high-fidelity awareness of the location of their forces. Social media 
users also desire high-fidelity awareness of the location of military forces.2 As social 
media users observe aircraft, ships, and land forces, they communicate about those 
forces.3 That communication may be speculation about capabilities, the intent be-
hind missions, the will of military decision makers, or perceived opportunities in the 
operational environment.4 Since the social media users may also coordinate activi-
ties, the actions and reactions of users to an observation of assets or personnel con-
stitute a concern in three major areas. Those areas are (1) force protection, since 
operational security may be compromised; (2) intelligence, since foreign adversaries 
may use social media information and platforms to collaborate to one’s disadvan-
tage; and (3) counterintelligence, since foreign intelligence and domestic threats 
may also use social media information and platforms to one’s disadvantage.5

The flight-tracking of Air Force assets is a sound operational example of this 
interest convergence and the resultant force protection concerns: A flight takes off 
and heads toward a sensitive location, and that sensitive location information is 
shared by an actor on social media, incidentally to the service’s relative surprise and 
disadvantage. Here are three preponderant questions for the Joint Force to process:



Consolidating and Automating Social Media Impacts to Risk

AIR & SPACE POWER JOURNAL  WINTER 2019    59

1.  �How does the Joint Force integrate the resulting change in emerging 
warning intelligence and risk in near real-time?6

2.  �How does the Joint Force do this for all flights automatically without 
increasing Air Force end strength to ease implementation?7

3.  �In addition to adjusting the risk characterization for risk to the flight 
mission or risk to Air Force forces, how does the Joint Force adjust the 
risk for ground and naval forces to compensate for the compromise of Air 
Force assets’ locations by a social media user and make that adjustment 
using computers at a near-neutral cost?

It is useful to look at blue force tracking and social media exploitation sepa-
rately and then combine the two after having noted the flight tracking example. 
First, the Joint Force is generally accustomed to preplanned routes. The data for 
such routes are stored digitally. While there may be last-minute changes after 
traditional mission or force deployment planning, the services do, for the most 
part, store data in advance of a force deployment regarding what the geographic 
location of the assets or personnel will be at each phase of the mission. The plan-
ning cell does not always display the data in that raw a manner: the user sees a 
flight, voyage, or deployment duration and a route; however, the mission planning 
software draws from a server that stores roughly at what time the assets or person-
nel will be over each point in time and space, which is how it is able to generate 
and display the duration and path.8

In addition to planning points in time and space, the services also contract with 
social media exploitation services for force protection, intelligence, and counter-
intelligence. In their various versions, the so-called Publicly Available Informa-
tion (PAI) Toolkits allow military professionals to access social media posts within 
a user-defined geographic- and time-bounded area. Such toolkits do not actually 
allow the user to scrape social media in real-time. Instead, contract companies 
establish user agreements with proprietary social media companies, such as Face-
book, Twitter, and the foreign versions of such programs. The contract companies 
have user agreements that allow them to ingest a certain percentage of data from 
social media users in a hybrid of cooperatively and noncooperatively accessible 
PAI. The contract companies then allow the services to buy licenses, which, in 
turn, allow professionals to search for threats in the proprietary data pool; how-
ever, the military user typically manually sets the “target”—the keyword, time 
boundary, or geographic boundary, which will initiate the simple search. The con-
tract companies providing the licenses usually combine language translation soft-
ware with their search software, allowing the user to overcome a small part of the 
socio- or cultural-linguistic barrier.9
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After describing the problem in broad terms and providing an example, here is 
a three-part solution:

1. � Augment the existing social media access strategy with a collection 
strategy—meaning that in addition to paying proprietary companies 
money to allow service professionals to access a limited amount of social 
media content, the services work with other government agencies to also 
collect the data from foreign areas or entities—cooperatively or noncoop-
eratively. At this point, the data is not just accessed but also collected, 
which would necessitate the services working with outside agencies to 
assign personnel with the appropriate training, certification, mission, and 
authority to collect.10

2. � Replicate the data that is accessible through the contract companies, as well 
as the data that is collected through the appropriate intelligence sources and 
methods, in a data repository where the coding is compatible with the data 
from the mission planning and force deployment software suites. The ac-
cessed data, which the services pay for, would be siphoned up to a system 
with a higher classification and stored alongside the collected data.

3. � Write the code, and install the corresponding software that would com-
pare the time and geography stamps associated with each social media 
entry in the main repository with the time and geography stamps of each 
force movement in the mission planning data set.

For the Air Force operational example, the result would appear thus: a mission 
planner prepares the flight route. Along with other intelligence injects, he or she 
receives a preview of the social media landscape surrounding the flight with an 
emphasis on aircraft recognition or threats. While the software compares the mis-
sion planning data with the social media repository data, it would search for any 
social media post near the planned flight route in the previous five days that refer-
ences an aircraft or any term indicating an intent to harm. That report would be 
generated automatically for the mission planner, which the information opera-
tions cell would caveat appropriately to compensate for fake or uncorroborated 
post content.

Second, the program would follow the aircraft in flight while also searching the 
social media information that is continuously updated in the repository. As it 
identifies a potential threat indicator, the program would alert intelligence and 
cyber professionals of either a potential threat indicator or an attempt by an ad-
versary to use bots on social media to deceive the Air Force into altering the flight 
path—either way, a good insight into grey or red actors’ intentions. Third, the 
program would automatically generate a report on what activity occurred in social 
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media during the flight, which it assesses, was also potentially related to the flight 
according to preset parameters, and that social media impact report would be 
paired with the mission report (MISREP). Both the social media report and the 
MISREP would be available to the parent combatant command, along with the 
naval and ground forces reports that the software is generating for other types of 
force movements.

Such an automation would innovate in several important ways. First, it would 
begin to allow the services to use social media exploitation software faster than 
where the speed of human triage is now. Computer software would deliver data-
driven analysis. The real limit, paired with artificial intelligence, would become 
how much foreign user data the Joint Force could realistically access and store, 
along with how to cope with what would almost surely become a massive denial 
and deception effort; however, the services are well-armed for tackling such de-
ception using traditional analytic tradecraft. The future would become a game of 
attempting to corroborate threat information, seemingly apparent in the social 
media landscape, with other sources and methods, thus driving an even higher-
fidelity understanding of enemy capability and intent.

Second, the commander’s acceptable level of risk would be much better in-
formed than it is now, since only a minute percentage of all of the social media 
posts in the world discussing or indicating a threat to US assets and personnel are 
likely accounted for.11 Third, data science would allow the services to use the same 
system to model and predict threat—not just read about it in social media posts.12 
For example, after something happens—after a base attack or an Air Defense 
Identification Zone penetration—any event of interest—the program can go back 
in time and freeze what was happening in social media. Thus, after a couple of 
iterations of the same type of event, the computer can model what the social 
media landscape typically features right before such an event occurs, thus intro-
ducing a pioneer kind of emerging warning intelligence: an unconscientious pub-
lic warning based in crowd wisdom.13 
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