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Background

Leaders within the DOD are challenged to maintain global military supremacy 
while they simultaneously confront the competing goals of cost efficiency and 
technological superiority. Without a deliberate strategy designed to maximize ef-
ficiency within the Defense Acquisition System, neither goal can be met without 
compromising the other. If a policy could be implemented that simultaneously 
reduced costs and encouraged the development of cutting- edge technology, lead-
ers within the DOD could ensure that global superiority is met at an acceptable 
price to the American taxpayer. The open systems architecture (OSA) concept is 
intended to meet this challenge.

Given the rapidly changing nature of technology, an acquisition approach that 
incorporates the ability to upgrade a component without upgrading the entire 
system is crucial. In essence, this approach encapsulates the intent of OSA—1 a 
systems engineering approach focused on employing modular designs, hardware 
interface standards, and common software and software reuse to ensure openness 
and component interoperability.2

Open mission systems (OMS) is a subset of the OSA approach specifically 
designed for the military aviation environment. Adopted after two years of col-
laboration between the DOD and the industry, OMS seek to leverage competi-
tion by requiring prime contractors to use DOD- owned and controlled open 
standards for their avionics suite. The suite enables other companies to produce 
components that will work on the prime contractor’s platform.3 This requirement 
is similar to what Apple has done to allow programmers to develop applications 
that work on the OS operating system. This approach aims to avoid dependency 
on sole- source providers and reduce monopoly power by allowing avionics sys-
tems to be upgraded modularly by several contractors. In theory, the approach 
effectively leverages competition to reduce the schedule and cost of an avionics 
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upgrade. Since the DOD and industry have agreed on the OMS standards, the 
costly redesign of the entire avionics suite due to the former proprietary nature of 
the integration of components is theoretically avoided.

While the OSA is commonplace in commercial industry as demonstrated by 
Apple, Android, Microsoft, and others, incorporating the principles into DOD 
aircraft avionics systems is inherently more complicated due to the nature of the 
product—a fighter aircraft is fundamentally more complex than a cell phone. 
Nevertheless, the benefits of an open approach have not been overlooked within 
the DOD. Although the complexity of avionics systems has made the successful 
adoption of an OMS, or an OMS- like, avionics suite extremely difficult, the DOD 
has been working toward this goal since the PAVE PILLAR program—a third- 
generation avionics suite designed for advanced tactical fighter aircraft like the 
F-22 in the late 1980s. Third- generation avionics architectures were the first to 
provide a standardized architecture. Similar to OSA in conceptual form, third- 
generation avionics architectures incorporated a modular approach that allows 
the replacement of individual modules without replacing the entire avionics sys-
tem. The third- generation avionics architectures used common hardware and 
software with a goal of decreasing life- cycle costs for upgrades and repair. They 
used common data processors that integrated sensor information providing en-
hanced capabilities to the user. While these practices were successful and a step in 
the right direction, third- generation architectures were still proprietary and closed, 
forcing reliance on an obsolete processor that limited upgrade potential.4 Al-
though third- generation avionics incorporate common standards and a modular 
approach, the design prevents rapid evolution and competition within the indus-
try due to the closed nature of the architecture. Commercially based hardware and 
software could not be leveraged, forcing reliance on proprietary hardware and 
software for any maintenance or upgrade.5

The recent collaboration between the DOD and industry to establish OMS is a 
result of the failed attempts in the past to produce a truly open and modular design. 
While it took the better part of two decades to come to fruition, OMS was for-
mally adopted on 30 April 2014 and has been successfully implemented and dem-
onstrated on a small scale much to the pleasure of key leaders within the DOD.6 
Successful implementation, however, does not address the other theoretical OMS 
benefit of reduced costs and schedule. Thus, the purpose of this analysis is to exam-
ine data from historical non- OMS aircraft avionics that are analogous to the 
OMS- enabled demonstration platform to determine whether software develop-
ment and test costs and the associated schedule decrease with the OMS approach.
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Data

A limited number of tests and demonstrations of the OMS concept have been 
conducted. As of July 2015, Lockheed Martin successfully integrated and flight- 
tested seven payloads adhering to OMS standards on the U-2 Dragon Lady.7 
Northrop Grumman has also conducted OMS- related tests on the RQ-4 Global 
Hawk.8 While the reception from the various tests has been positive, access to 
data to examine the claims that OMS will reduce the costs and schedule of up-
grades in DOD avionics systems is extremely limited. Currently, the full data set 
required to conduct the analysis (integration cost and schedule data, as well as 
associated source lines of code) is limited to only one OMS- enabled aircraft plat-
form. As a result, this analysis is exploratory in nature. Nevertheless, available data 
are enough to garner preliminary insight as to whether or not the OMS approach 
is a promising method for avionics upgrades in the future.

To conduct the comparative analysis, data are needed on both OMS and the 
analogous non- OMS avionics upgrade programs.9 Source documents for the 
non- OMS analogous avionics upgrade programs include Software Resources 
Data Reports (SRDR) and Cost Analysis Requirements Documents (CARD) to 
match the costs of selected historical avionics modernization programs with spe-
cific software coding effort measured in source lines of code (SLOC). Data per-
taining to the sole OMS- enabled demonstration platform was provided by a 
Secretary of the Air Force- level cost agency.

The comparison data set consists of 16 historical avionics upgrade programs 
that were deemed analogous by Secretary of the Air Force subject matter experts 
to the avionics components replaced in the OMS demonstration platform. Of the 
16 historical programs, several were achieving an upgrade for the same platform 
and were therefore combined. After the appropriate programs were combined, 13 
programs remain to compare against the OMS demonstration platform. The data 
set also contains cost data for the initialization of the OMS demonstration plat-
form and a subsequent OMS upgrade for the platform.

Between the data set—SRDRs, and CARDs—the costs and software fall into 
two general categories: (1) mission processor software (including Operational 
Flight Program [OFP] and associated costs; and (2) platform integration soft-
ware (including application interfaces [API] to avionics applications) and asso-
ciated costs.

Of the 13 historical programs, eight contain both cost and SLOC data for 
Category 1, 10 contain both cost and SLOC data for Category 2, and six contain 
complete data for both categories. One program in the data set contains data for 
SLOC and research and development (R&D) months but no cost data for either 
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category. Table 1 summarizes the availability of the OMS demonstration plat-
form data and the historical programs’ data.
Table 1. Data on analogous programs and OMS demonstration platform

Asset Cat 1: Mission 
Processor/OFP 

Costs

Cat II: Platform 
Integration/API 

Costs

Cat I: Mission 
Processor/OFP 

SLOC

Cat II: Platform 
Integration/API 

SLOC

Research and 
Development 

Months

Historical 
Program 1 X X X X X

Historical 
Program 2 X X X X

Historical 
Program 3 X X X X X

Historical 
Program 4 X X X X

Historical 
Program 5 X X X X

Historical 
Program 6 X X X X X

Historical 
Program 7 X X X X X

Historical 
Program 8 X X X X

Historical 
Program 9 X X X

Historical 
Program 10 X X

Historical 
Program 11 X X X X

Historical 
Program 12 X X X

Historical 
Program 13 X X X

OMS Demo X X X X X

OMS Demo 
Upgrade X X X X X

Data Analysis Results

To compare the OMS- enabled asset to the historical programs, the data are 
normalized to mitigate the differences in scope and functional complexity be-
tween the programs. All SLOC counts are normalized to equivalent SLOC (ES-
LOC) using a formula provided by a Secretary of the Air Force cost agency 
through their previous analyses of SRDRs and historical data.10
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Estimators use ESLOC to determine the effort needed to complete a program. 
The implicit assumption is that costs increase as ESLOC increases because greater 
ESLOC should be indicative of greater effort. This relationship is tested in our 
data set through regression analysis. Specifically, we examine the relationship be-
tween the cost data of the historical programs and the corresponding ESLOC of 
the programs. The results indicate a moderate positive relationship.11 This lends 
statistical backing to the belief that as software coding efforts increase (as mea-
sured by ESLOC), costs also increase.

With the relationship between cost and ESLOC demonstrated, the next step 
is comparative analysis. The basic question to answer is: Which approach is more 
cost effective? We begin by comparing the upgrade costs of the two approaches. 
The upgrade cost per ESLOC of the OMS demonstration platform for mission 
processor software and application interface/platform integration software is 
compared against lower and upper bounds from the upgrade costs of the histori-
cal non- OMS aircraft to determine if the OMS costs are indeed lower as theory 
suggests.12 If it is found that the OMS costs are outside the bounds (more specifi-
cally, below the lowest value), there is reason for optimism that the OMS ap-
proach will result in lower costs. Each software category (Category 1 and 2) is 
analyzed independently, and then analyzed together (both categories combined). 
This is done deliberately as only six of the historical programs contain data for 
both categories of software. Table 2 summarizes the results.
Table 2. Cost per ESLOC comparison

Category OMS Cost Historical  
(non- OMS)

Lowest Value

Historical  
(non- OMS)

Mean

Historical  
(non- OMS)

Highest Value

Cat 1: Mission Pro-
cessor

$30.78 $51.36 $278.52 $667.40

Cat 2: Application 
Interface/Platform 
Integration

$88.54 $152.61 $949.45 $2,874.20

Cat 1–2 Combined $62.65 $106.74 $421.36 $1,017.92

Table 2 shows that the OMS demonstration platform is less expensive than the 
analogous non- OMS historical programs. For Category 1 (mission processor), 
the non- OMS historical programs have a mean cost of $278.52 per ESLOC with 
lower and upper bounds of $51.36–$667.40. The associated cost per ESLOC for 
the OMS program, however, falls far outside the lowest value at only $30.78. The 
same result (OMS falls well below the lower bound) is true for the Category 2 
analysis and the combined Category 1 and 2 analysis. These findings are promis-
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ing, but we again caution the reader that they should be considered preliminary 
due to the small data set analyzed.13

While the analysis from table 2 is favorable to OMS, it only captures the cost 
per unit of ESLOC. The cost per ESLOC is important, but the total cost to up-
grade an asset depends not only on the cost per ESLOC, but on the total quantity 
of ESLOC required as well. For example, consider a program where the tradi-
tional approach costs $10 per line of code and requires 100 lines ($10 * 100 = 
$1,000) while the OMS approach costs $9 per line of code and requires 200 lines 
($9 * 200 = $1,800). In this example, despite OMS being cheaper on a per unit 
basis ($9 vs. $10), the overall cost of the OMS approach is more expensive ($1,800 
vs $1,000). The key component is the total ESLOC used by the two approaches. 
As shown in the example, if OMS requires more ESLOC than the historical 
proprietary systems then it may be more expensive from a total cost aspect. To 
investigate this, the required total quantity of ESLOC in the OMS demonstra-
tion platform is examined against lower and upper bounds14 for the required 
ESLOC in the historical non- OMS programs. Table 3 summarizes the result.
Table 3. Total ESLOC Lines Comparison

Category OMS Count Historical  
(non- OMS)

 Lowest Value

Historical 
(non- OMS)

Mean

Historical 
(non- OMS)

Highest Value

ESLOC 37,657 77,762 544,189 1,687,489

Not only did the OMS approach reduce the cost per line of ESLOC as previ-
ously shown in table 2, but as shown in table 3 the amount of ESLOC required 
to upgrade the asset was also significantly lower than the historical proprietary 
programs. The OMS ESLOC count of 37,657 falls well below the lowest value 
(77,762) for the historical programs. Based on the results of this analysis, it ap-
pears that OMS is the better approach in cost per line and at the same time is 
likely to require less coding effort (as measured in lines of code counts). In other 
words, it is unlikely that any OMS cost per ESLOC savings would be offset by 
vast increases in the quantity of ESLOC required in the OMS approach. The 
bottom- line is that the evidence in this exploratory analysis suggests the OMS 
approach should result in reduced costs through both lower cost per ESLOC and 
lower lines of code counts.

But what about initial investment costs to make the asset “OMS ready” in the 
first place? The above discussion compared costs of the upgrades themselves. One 
could argue that there is a barrier to entry cost (an initial investment) that may 
make OMS too expensive. Take personal computers circa 1990s as an analogy. At 
that time, Apple computer owners were required to buy everything from Apple. 
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Any monitor, printer, or mouse had to be designed and built by Apple to work 
with Apple’s interfaces and operating system. As competition entered the market 
and HP, Dell, Gateway, Compaq, and countless others started making computer 
printers and other peripherals, the Apple owners missed out on all the savings of 
market competition. But for a one- time cost, they could abandon Apple and 
switch to Windows. For the remainder of the life of their machine, they could 
reap the benefits of competition and save money on their upgrades. In the same 
manner, the OMS comparison above is like updating to a different computer and 
operating system. Before upgrades can happen, the asset needs to be an “open 
system” or OMS ready. If the asset was designed from conception as an open 
system utilizing the OMS standards, this is a non- issue. But if it was not, then 
there is a cost to make it an open system. This is a one- time nonrecurring cost 
covering the useful life of the asset.

Thus, to complete the cost analysis, we consider the initialization cost in addi-
tion to the previously discussed upgrade costs. The initial investment cost to make 
the asset OMS ready was $5.4M. We compare this to the savings projected from 
the most optimistic scenario from the historical proprietary system upgrades. If the 
proprietary upgrade is assumed to require only 77,762 ESLOC (the lower bound 
table 3) at a cost per ESLOC of $106.74 (the lower bound from table 2) the pro-
prietary upgrade would still exceed the cost of an OMS upgrade by over $5.9M. 
This means the OMS approach remains $0.5M cheaper ($5.9M- $5.4M = $0.5) 
when including both the one- time nonrecurring investment cost and the recurring 
cost of the upgrade itself. It is important to note that this scenario only assumes 
one upgrade in the life of the asset. If more than one upgrade occurred, the savings 
from the OMS approach would be even larger. Under the same conservative as-
sumptions, a second upgrade would realize the full $5.9M in savings for the OMS 
approach plus the previous $0.5M for a total of $6.4M. All subsequent upgrade 
instances would accrue an additional $5.9M savings in perpetuity until the end of 
the useful life of the asset under these assumptions. Again, these are tentative find-
ings due to the limitation of the data, but they utilize the most conservative as-
sumptions to give the historical proprietary approach as much credit as possible.

While the previous analyses focused on cost- efficiencies, schedule is also an 
important consideration. The length of time to complete an upgrade must be 
considered as it directly affects combat capability. Therefore, the Research and 
Development (R&D) integration time of the OMS demonstration platform is 
compared against lower and upper bounds of the R&D integration times of the 
historical programs. Table 4 summarizes the schedule results.
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Table 4. Schedule comparison

Category OMS Months Historical 
(non- OMS)

Lowest Value

Historical 
(non- OMS)

Mean

Historical 
(non- OMS)

Highest Value

Upgrade R&D Months 3 14 33.36 60

Initialization Months 9 N/A N/A N/A

The first row of table 4 is a direct comparison of the upgrade times. The OMS 
R&D integration time of three months was far below the historical proprietary 
programs lowest value of 14 months. While that is a direct comparison of upgrade 
times from the two approaches, what are the schedule impacts of first making an 
asset “OMS- ready” to conduct these upgrades? The second row of table 4 provides 
this information. The R&D time to make the OMS demonstration platform an 
open system was nine months. Combining the initialization time of nine months 
in conjunction with a three- month upgrade results in a total schedule of 12 
months. This result is still below the historical proprietary programs’ lower bound 
of 14 months. Similar to the initialization cost discussion, it is important to note 
that the nine months is a one- time event. The upgrades, however, may be numer-
ous (i.e., recurring) throughout the life of the asset. The projected schedule savings 
for subsequent upgrade instances would be calculated with the data from row 1. 
These preliminary results, therefore, are favorable to the OMS approach even 
when the initialization schedule is included.

Limitations

Despite the promising findings of this study, important limitations do exist. 
While this OMS aircraft platform provided insight into the OMS possibilities, 
the conclusions drawn in this article are from a single platform and should be 
considered exploratory. One can be optimistic about the prospects of OMS, but 
definitive conclusions cannot be drawn. More data must be made available as 
more platforms are OMS- enabled to conclude that OMS provides significant 
cost and schedule savings over proprietary platforms.

The dearth of OMS data at this time prohibited statistical testing. Sufficient 
data was available to develop confidence intervals for the historical proprietary 
programs. However, confidence intervals could not be developed for the OMS 
approach because it only contained one data point.

Additionally, an underlying premise of the analysis was that as software coding 
efforts increase, costs increase. The regression analysis found positive correlation. 
However, the relationship is only considered moderately strong (see note 11).



A Case for Open Mission Systems in DOD Aircraft Avionics

AIR & SPACE POWER JOURNAL  WINTER 2019  91

Furthermore, the historical programs deemed analogous to the OMS aircraft 
platform in this article might not be all encompassing. The data set only included 
USAF and US Navy Acquisition Category I programs. Different systems across 
the DOD and systems under a different acquisition category could be deemed 
analogous to the OMS aircraft platform upgrades and provide a broader data set 
from which to test the OMS aircraft platform data.

Despite these limitations, the OMS demonstration platform represents a real- 
world asset that has undergone the OMS transformation and experienced several 
component upgrades. While the conclusions cannot be deemed definitive, they 
provide a glimpse into the potential future of avionics acquisition.

Conclusions

Although the data for OMS- enabled platforms are limited, early indications 
show that there are potential cost savings with OMS upgrades over the historical 
proprietary approach. The lower R&D times for OMS upgrades is also promis-
ing. Based on the findings in this exploratory analysis, OMS provide an avenue 
for rapid acquisition while they also lower the integration costs of upgrades on 
DOD platforms.

The implications for practitioners in the field are clear. With top- level support, 
practitioners can strive to develop more avionics upgrades that embrace the OMS 
approach. Gathering additional data through these new OMS efforts is necessary 
to validate the preliminary results shown here. Finding consistently reduced cycle 
times and lower costs should translate to more capability in the field. The future 
of OMS in the DOD shows great promise. More needs to be done to validate this 
promise. Now is the time to employ OMS and through subsequent data analysis 
determine whether they should be the preferred approach to avionics upgrades. 
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sample size in mind, we can interpret these percentages as very low probabilities that we would 
expect the cost of a system to be as low as the OMS actuals were. Details on this technique are 
available from the authors upon request.

14. Table 3 shows the range and mean of the non- OMS platform data, along with the single 
OMS platform data point. The same three analyses discussed in note 12 are conducted on the 
ESLOC data. Results mirror the findings of note 12, where the OMS ESLOC count falls outside 
the lower bound of the confidence interval but is contained within the prediction interval and 
Chebyshev’s interval.


