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The Rise of IPv6
Benefits and Costs of Transforming Military Cyberspace

Dr. Panayotis A. Yannakogeorgos

Maintaining awareness of advancing technology and harvesting the oppor-
tunities it creates is in our blood as innovative Airmen. . . . Pursuit of the 
next “game changing” technology is central to maintaining the asymmetric 
advantage our Air Force has always provided the nation.

—Secretary of the Air Force Deborah Lee James

As the US Air Force prepares for an age of strategic agility, we 
become excited with headline-grabbing emerging technologies 
such as hypersonic aircraft, nanotechnology, and remotely pi-
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loted and autonomous systems that will in time become core mission 
enablers.1 Too often overlooked are the invisible transmission control 
protocol (TCP) / Internet protocol (IP) networking protocols that revo-
lutionized the military and the world by changing how humans ex-
change and use information. This networking protocol enhances and 
enables the Air Force’s five core missions: air and space superiority; 
intelligence, surveillance, and reconnaissance (ISR); rapid global mo-
bility; global strike; and command and control.

Secretary of the Air Force Deborah Lee James notes in the recent 
strategy document America’s Air Force: A Call to the Future that “this 
strategy challenges our Air Force to forge ahead with a path of strate-
gic agility—breaking paradigms and leveraging technology just as we 
did at our inception.”2 Today, the Department of Defense (DOD), Air 
Force, and nation are focused on technologies important to future de-
velopment. However, unbeknownst to many people, the structure of 
the Internet is changing for the first time in its history with the ex-
haustion of the IP version four (IPv4) protocol and the adoption of 
IPv6. The DOD—as well as the Air Force in particular—has a tremen-
dous opportunity and responsibility to lead the nation in the transition 
to IPv6 to enhance and enable core functions and missions, assuring 
that our cyber operators are educated and trained to keep pace with 
technological change.

A recent report by the DOD inspector general found several mis-
steps on the part of the department’s chief information officer (CIO), 
US Cyber Command, and the Defense Information Systems Agency in 
terms of making IPv6 a priority. A lack of coordination and failure of 
the CIO to maintain a plan of action, together with milestones for tran-
sition to IPv6, have cost the DOD time and will increase expenses.3 
Over the course of an 18-month-long cyber workforce-development 
study, the Air Force Research Institute discovered several worrisome 
trends and perceptions that contributed to an environment in which 
IPv6 was not a top national security priority that it should be. This ar-
ticle outlines why it should have higher priority and why operators 
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and senior leaders alike should be worried about the slow pace of IPv6 
migration within the DOD.

The department researched and developed the Advanced Research 
Projects Agency Network (ARPANET), which eventually became the 
Internet, when it transitioned the ARPANET from network control pro-
tocol (NCP) to TCP/IP in 1981. The DOD led the world in developing 
and deploying the core protocols and standards by which applications 
and services were delivered to users. Today the core of the Internet, 
cyberspace’s most potent manifestation, is about to change for the first 
time in history, and we are not in the lead. The TCP/IP communica-
tions protocol, a scarce, critical Internet resource, is transitioning from 
IPv4 to IPv6. The latter will introduce features into the networking en-
vironment, such as quality of service and multicasting that will en-
hance how information is used and exchanged. Voice over IP and tele-
vision over IP are but two applications that stand to benefit from IPv6 
and will revolutionize how the world communicates in the same way 
that satellites have.4 The need to transition from IPv4 to IPv6 is not hy-
pothetical since the global supply of IP addresses in IPv4 is quickly be-
ing exhausted (fig. 1).5
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Figure 1. Projection of consumption of remaining regional Internet registry ad-
dress pools. (From “IPv4 Address Report,” accessed 29 January 2015, http://www 
.potaroo.net/tools/ipv4/. This report generated 29 January 2015, 08:07 UTC. Re-
printed with permission.)

AFRINIC - African Network Information Center

APNIC - Asia Pacific Network Information Center

ARIN - American Registry for Internet Numbers

RIPE NCC - Réseaux IP Européens Network Coordination Centre

LACNIC - Latin American and Caribbean Network Information Center

Internationally, calls for transitioning to IPv6 have been ongoing 
since 1996 and have intensified with the 2013 “Montevideo Statement” 
of the Internet Corporation for Assigned Names and Numbers 
(ICANN) calling the “transition to IPv6 to remain a top priority glob-
ally. In particular Internet content providers must serve content with 
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both IPv4 and IPv6 services, in order to be fully reachable on the 
global Internet.”6 It will require more than just a flip of a switch for the 
DOD and the Air Force to transition. It will demand significant re-
sources and commitment to the educating and training of our cyber 
workforce to preserve the missions in this evolving domain upon 
which the DOD relies so heavily.

What Is an IP Address, and Why Do We Need It?
Machines identify each other on the Internet and most networks by 

means of IP and media access control (MAC) addresses. Although in-
visible, IP addresses are finite in number, making them a scarce and 
critical Internet resource. All networked hardware and software must 
have a valid IP and address to function on a network, whether the 
open Internet or a closed sensor-control network. In particular they 
identify machines, guiding data packets and information across com-
puter networks—including the Internet. The use of data packets, the 
basic units of network traffic, is the standard method of dividing infor-
mation into smaller units when it is sent over a network. A vital com-
ponent of networks, the IP header, contains information pertaining to 
the source and destination addresses. Machines require these strings 
of numbers to connect with other computers on the Internet or other 
networks.7 Data packets are re-created by the receiving machine 
based on information within a header of each packet that tells the re-
ceiving computer how to re-create the information from the packet 
data. Without standardized communications protocols, such as TCP/
IP, there would be no assurance that packets could be read by a re-
ceiving machine.8

As more people, organizations, and machines cross the digital divide, 
IP addresses become depleted as they are allocated by service provid-
ers. The processes for assigning scarce IP addresses and allowing the 
Internet to serve as a global platform are complex. ICANN allocates 
IPv4 address space to various registries via the Internet Assigned 
Numbers Authority (IANA) in agreement with the US National Tele-
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communications and Information Administration of the US Depart-
ment of Commerce, which currently retains stewardship over the pro-
cedural role of administrating changes to the Domain Name System 
(DNS) root-zone file.9 The IANA allocates address space in the size of 
/8 prefix blocks (16,777,216 IP addresses) for IPv4 to requesting re-
gional registries as needed.10 The regional Internet registry (RIR) then 
resells smaller /16 blocks (64,000 IP addresses) to Internet service pro-
viders (ISP) and other organizations. ISPs then resell smaller blocks of 
IP address space to end users to access the Internet (fig. 2). The alloca-
tion of IPv6 addresses is similar; however, it is structured so that all 
IPv6 networks have space for 18,446,744,073,709,551,616 IPv6 ad-
dresses. In layman’s terms, each network will have more space than 
the entire IPv4 pool.11

IANA

LIR/ISP

LIR/ISP NIR

RIRRIR

EU/ISPEU

EU

Figure 2. Current address allocation hierarchy

IANA: Internet Assigned Numbers Authority

RIR: regional Internet registry

LIR: local Internet registry

ISP: Internet service provider

NIR: national Internet registry

EU: end user
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Unlike the popular conception of a limitless Internet, the underlying 
address space is finite. Indeed, IPv4 address space has already run out 
for allocation by IANA and RIRs in Europe, Asia, and Latin America. 
Foreseeing this eventuality, engineers developed IPv6 in the 1990s. 
Among other improvements, it increased the total number of potential 
IP addresses from 4,294,967,296 in IPv4 to 2128 in IPv6.12 Although the 
IPv6 protocol has been deployable since 1996, today the world faces a 
shortage of IPv4 address spaces on which the Internet currently relies. 
This deficit will only become worse as the establishment of an “Inter-
net of things” intensifies. As machines begin communicating with 
other machines, each will require its own IP address. ICANN noted in 
2011 that “future expansion of the Internet is now dependent on the 
successful global deployment of the next generation of Internet proto-
col, called IPv6.”13 Although CIOs within the DOD and US government 
acknowledge that the world is transitioning from IPv4 to IPv6 as the 
dominant communications protocol for the global Internet, it is not ev-
ident that rapid transition is a priority.

The Air Force’s Road to Migration
Within the service, the Air Force Network Integration Center (AF-

NIC) has been working on the Air Force’s transition from the current 
IPv4 addressing format to IPv6 since 2002. The latest transition dead-
line received a soft mandate of 2014.14 In reality, however, Air Force 
migration will take much longer, based on the fact that the service has 
not begun migrating the core network service capabilities except at se-
lected bases. Even those that have started have since rolled back their 
efforts.15 Other than a few labs and the Defense Research and Engi-
neering Network, no more than a half dozen machines on the live Air 
Force Nonsecure Internet Protocol Router (NIPR) Network are legiti-
mately using IPv6.16 Even so, it has been noted that the plan involves 
using both IPv4 and IPv6 in parallel for the next 10–15 years. This ap-
proach further complicates operational success because the dual 
framework creates an additional energy load on processors to run both 
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protocols, potentially negating some of the benefits of a complete tran-
sition. Further, it introduces vulnerabilities into the system.

What Are the Military Benefits of Transition?
In his foreword to America’s Air Force: A Call to the Future, Gen Mark 

A. Welsh III, the Air Force chief of staff, emphasizes that “the Air 
Force’s ability to continue to adapt and respond faster than our poten-
tial adversaries is the greatest challenge we face over the next 30 
years.”17 Certainly, an entire article can be written about the fact that 
China is leading the world in operational deployment of IPv6-only net-
works through its China Next Generation Internet program.18 The ef-
fects on US national security could be substantial.19 The ability of for-
eign actors to begin dominating the field of Internet governance poses 
a tremendous problem to our current security environment. However, 
addressing such threats lies beyond the scope of this article. This sec-
tion concerns itself less with the threat than with the utility of deploy-
ing IPv6 native networks and the potential vulnerability of not doing 
so without a strategy to educate our cyber workforce in this new oper-
ating environment.

For both the DOD and the Air Force, IPv6 is a critical technology for 
enabling network-centric warfare theories in support of all five of the 
service’s core missions. In addition to the basic number of IP ad-
dresses available, IPv6 allows for more advanced networking capabili-
ties than does IPv4. Networked machines/sensors, devices, applica-
tions, and services will benefit from improved functionality with IPv6. 
Indeed, the outcome of the Air Force chief scientist’s Cyber Vision 2025 
study suggests several technologies that would greatly benefit from 
the expansive address space that IPv6 offers. Adopting widespread use 
of the protocol would prove especially beneficial in the areas of assur-
ing and empowering the mission, as well as enhancing agility and re-
silience of the systems dependent on cyber capabilities. IPv6 benefits 
could be leveraged to reduce cyber risk to Air Force missions by en-
abling IP hopping; morphable architectures; agile, tactical communica-
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tions; heterogeneous, operationally responsive networks; and other 
crosscutting mission areas. Cyber Vision 2025 acknowledges these ben-
efits of IPv6.20 However, current CIO strategies call for the transition 
to full IPv6 to occur with IPv4/IPv6 dual stacking in phases.21 Dual 
stacking or the running of IPv4/IPv6 in parallel is a bad idea. First, it 
introduces well-documented security vulnerabilities.22 Do we expect 
that our potential adversaries will not understand this fact and fail to 
leverage the advantages of IPv6, thus challenging our efforts in the cy-
ber domain? Second, it increases manpower costs since the workforce 
must understand both.

IP address space is important for delivering the elements of all of the 
Air Force’s core missions. Allocations are occurring all the time, and 
large programs demand substantial allocations. One example that illus-
trates this point within the global-mobility mission set involves the 
new KC-46 tanker aircraft currently on an assembly line that is ex-
pected to produce 179 aircraft over the next 20 years. All of them need 
IP address space. Every Air Force mission must have large IP address 
spaces per platform to support a robust and redundant communica-
tions platform that requires multiple network switches to ensure resil-
ient command and control as well as mission objectives.

Another example highlighting the advantages regards flexible, global 
integrated ISR capability as called for in the Air Force’s strategy docu-
ment: “Expanding requirements and a growing threat to high cost air-
breathing assets will also necessitate a shift from an architecture fo-
cused on dedicated ISR platforms to one based on a diverse network 
of sensors arrayed across the air, space, and cyber domains, placing a 
premium on the ability to draw data from any and all US systems.”23 
The expanded address space would allow for a massive number of 
sensors networked together in a vast IP address space that would give 
sensors their own static IP addresses. Further, communications de-
vices with their own static IP address running solely IPv6 would con-
sume less energy, thus providing longer-lasting battery life in mobile 
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devices on which the command and control of many military opera-
tions depend.24

Why Have We Not Converted Yet?
Persistent myths continue to hamper discussions about transitioning 

to IPv6.25 Primarily they fall into four categories: (1) immature archi-
tecture, (2) security vulnerabilities, (3) the myth that the DOD has a 
sufficient allocation of IPv4 addresses, and (4) the fiscal burden of con-
version during a time of austerity.

Immature Architecture

Some people assert that the v6 arena has not matured enough to force 
a change that includes technology, architecture, and the skills of op-
erations personnel. One view within the Air Force holds that there are 
no compelling drivers to IPv6 at this time and that the cyber opera-
tions community has more than enough on its plate for now. However, 
this argument falls flat on its face on two points. First, the US govern-
ment CIO and Government Accountability Office, as noted above, en-
courage dual stacking. Second, the Air Force strategy declares that 
“one of the most important responsibilities of a military service is to 
prepare the force for the challenges of tomorrow, not just the realities 
of today.”26 It is also clear that although most information technology 
(IT) equipment is IPv6 capable, the Air Force does not have any sub-
stantial plans to make use of this capability in the foreseeable future 
(two to five years).27 At present, the greatest operational challenge is 
making sure that new capabilities to tunnel v6 over v4 and vice versa 
are turned off so that our adversaries cannot exploit them.28

Security Vulnerabilities

A key future challenge is that even if v4 and v6 are enabled during a 
transition period, the National Institute of Standards and Technology 
(NIST) notes that “prevention of unauthorized access to IPv6 networks 
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will likely be more difficult in the early years of IPv6 deployments.”29 
Indeed, contrary to conventional wisdom, serious security vulnerabili-
ties exist that go beyond turning on IPv6 on the networking equip-
ment that the Air Force has already purchased. NIST warns,

As the IPv6 protocol becomes increasingly ubiquitous, all enterprise and 
Internet-connected networks need to be prepared for specific threats and 
vulnerabilities that the new protocol will bring. For example, an IPv4-only 
network segment may contain several newly installed hosts that are both 
IPv4 and IPv6-capable, as well as hosts that have IPv6 enabled by default. 
This circumstance can come about simply as a result of the normal sys-
tems life cycles. Additionally, IPv6 could be enabled on a host by an at-
tacker to circumvent security controls that may not be IPv6-aware; these 
hosts can then be leveraged to create covert or backdoor channels. Taken 
further, IPv6 traffic could be encapsulated within IPv4 packets using read-
ily available tools and services and exchanged with malicious hosts via the 
Internet.30

Implications include that many host-based defense and forensics tools 
can’t handle the large address space of IPv6 networks. The smallest 
IPv6 subnet will be 4 billion times larger than the entire IPv4 range; 
consequently, defenders will have difficulty finding victims. An IPv6 
scanner could take days or weeks to locate all the hosts on the Air 
Force network, let alone actually scan them for vulnerabilities. Exist-
ing IPv4 intrusion detection systems cannot inspect the contents of an 
IPv6 tunneled packet and vice versa. Thus, a financial cost will be as-
sociated with acquiring the systems to defend v4 and v6 networks. 
This is in addition to the cost to educate and train our cyber operators, 
who will need additional education and training as well as the estab-
lishment of network defense tools to detect the potential threat of ex-
actly the opposite of tunneling IPv4 over IPv6. Hence, although going 
dual stack everywhere is an admirable goal, realistically, doing so will 
have an effect on each of the tunneling protocols on the throughput, 
data rates, and latency that result.



March–April 2015 Air & Space Power Journal | 114

Yannakogeorgos The Rise of IPv6

Feature

Myth That the Department of Defense Has a Sufficient Allocation of 
IPv4 Addresses

Another erroneous perception pervading the discussion touts that IPv4 
depletion is not a problem for the DOD since a large allocation of IPv4 
addresses worldwide has already been reserved for national security 
purposes.31 Historically, the DOD has been a repository of technical ex-
pertise regarding the Internet, given the latter’s roots within the De-
fense Advanced Research Projects Agency; its operation of the “.MIL,” 
a top-level domain for exclusive use by the DOD; and its running DNS 
name servers to support it. In the early 1990s, the DOD acquired a sig-
nificant amount of the IPv4 space—12 blocks of /8 block space. With 
each /8 block containing 16,777,214 IP addresses, the DOD has over 
200 million addresses available in v4 space. The current situation with 
IPv6 is analogous to that of IPv4 in the early 1990s. The DOD has pur-
chased a /13 block of v6 space, the equivalent of 42,000,000,000,000,000,
000,000,000,000,000,000 IP address spaces.32

Conventional wisdom across much of the Air Force is that the DOD 
and the Air Force have no reason to worry about IP address depletion. 
Indeed, only a very small percentage of the Air Force network uses 
any IPs from those 12 allocations. Huge chunks of that network pre-
date the assignment of those /8 networks, and it skews the DOD pro-
jections if one assumes that those 12 /8 networks are all that are 
available to work with. Thus, an accurate analysis will consider the 
true IPv4 addresses that the Air Force is using, most of which were di-
rectly acquired before the DOD received its big allocations.33 Calcula-
tions on the publicly available DOD Network Integration Center 
“WHOIS” database reveal that the department has slightly more than 
317 /16 networks currently listed as reserve networks that have been 
recovered for future assignment.34 A mixture of smaller allocations 
also exists. Of the 317 /16 networks, currently one unused /8 network 
(29.0.0.0/8) is being held in reserve. If the purpose of doing so is to 
support the entire DOD, then that is not adequate address space for 
future applications.
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Within the Air Force, annual averages of the IPv4 rate of depletion 
do not clearly show a trend for increasing or decreasing burn rates (fig. 
3). Anomalous numbers in 2010 were caused by network cleanup that 
fixed long-standing problems and really should be considered an out-
lier. Using these numbers on a linear exhaustion path, one finds that 
the projected exhaustion date of all currently Air Force–owned IP ad-
dress space is Monday, 31 December 2029, although this is more likely 
to occur prior to that date because of increasing demands of IP address 
space as new systems go online that demand more of this limited re-
source. Thus, the notion that the DOD and the Air Force do not need 
to worry about IPv4 depletion is a myth. Planning for the inevitable 
conversion must start sooner rather than later since allies will likely 
run out of IPv4 address space well before 2029.
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The Air Force’s Call to the Future document is unambiguous in its be-
lief that coalition warfare will continue to be critical to the success of 
the service over the next 30 years: “Indeed, the most likely and most 
demanding scenarios involve the Air Force working in concert with, or 
leading, coalition Airmen.”35 Assuredly, this prospect is already a chal-
lenge.36 If and when partner and allied nations shift their domestic and 
military networks to IPv6, then interoperability between our networks 
and allied/coalition networks will not be possible without transition or 
translation techniques between the two protocols. This situation will 
increase vulnerability to operational missions. To mitigate this vulner-
ability, NIST recommends in its Guidelines for the Secure Deployment of 
IPv6 that the best practice is to block all IPv6 traffic on IPv4-only net-
works.37

IPv6 penetration is increasing worldwide, including in the United 
States.38 However, the DOD is not keeping pace because of the percep-
tion that having many IPv4 addresses allocated to the .MIL domain 
does not necessitate the transition. To remain interoperable, the DOD 
will need to be on IPv6 and able to work with full IPv6 systems in the 
future. It takes a long time to plan deployment and train operators to 
successfully employ and defend a new system. Thus, we need to start 
sooner rather than later.

Fiscal Burden of Conversion during a Time of Austerity

Finally, individuals who oppose a rapid conversion to IPv6 also raise 
the issue of a financial burden associated with transition. Admittedly, 
additional funds will be required to cover the cost of new infrastruc-
ture and network services. Therefore, according to critics, in a budget-
constrained environment with competing priorities, it is not the right 
time to conduct the transition. This argument is partly true. Because 
the DOD pioneered the Internet, the United States owns a very large 
legacy infrastructure that is IPv4. Thus, the cost of transitioning will 
be higher than that of most other organizations that do not have a leg-
acy infrastructure. Nations and organizations with little infrastructure 
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will be able to start directly on IPv6-compatible infrastructure utilizing 
methods such as dual stacking during the transition period and then 
shutting off IPv4. However, the AFNIC has been an advocate for IPv6 
since 2002. Using the tools at hand and emphasizing strategies focused 
on buying IPv6-capable equipment were refreshed during the normal 
tech refresh cycle since 2003 when the DOD required all hardware and 
software “developed, procured or acquired shall be IPv6 capable (in ad-
dition to maintaining interoperability with IPv4 systems/capabili-
ties).”39 The National Defense Authorization Act also includes an IPv6 
inspection element for the Air Force’s CIO to use as a metric for each 
program’s score cards: “The PM [program manager] shall initiate ef-
forts to transition IPv4 systems and applications to support IPv6 and 
determine the IPv6 impact. The PM shall conduct an analysis to deter-
mine cost and schedule impacts necessary to modify the system. The 
PM shall include IPv6 requirements in program acquisition and tech-
nology refresh budget and POM [program objective memorandum] 
submissions.”40 A bad mark on this report card could hold up funding 
for a program.41 Federal acquisition regulations also direct that IPv6 
equipment be obtained for any purchase after December 2009 when 
the IPv6 requirement came about.42 Figures 4–6 show the status of 
IPv6 enablement across both the Air Force and the DOD.
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Figure 5. Completed IPv6 enabled domains, Department of Defense. (Reprinted 
from “Estimating IPv6 & DNSSEC External Service Deployment Status, Department 
of Defense,” Information Technology Laboratory, Advanced Network Technologies 
Division, National Institute of Standards and Technology, accessed 2 February 2015, 
http://fedv6-deployment.antd.nist.gov/cgi-bin/cfo?agency=defense.)

105 tested (28,3,74) on 2014.08.25

Operational In Progress No Progress

70%

27%
3%

Figure 6. IPv6 enabled services, Department of Defense. (From “Estimating IPv6 
& DNSSEC External Service Deployment Status, Department of Defense,” Informa-
tion Technology Laboratory, Advanced Network Technologies Division, National In-
stitute of Standards and Technology, accessed 2 February 2015, http://fedv6 
-deployment.antd.nist.gov/cgi-bin/cfo?agency=defense.)
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Thus, in accordance with the acquisition regulations, the equipment 
has been purchased during tech refresh cycles. As new devices, appli-
ances, and additional infrastructure are purchased and old equipment 
is replaced, all new equipment must be IPv6 capable—and that has not 
been an issue. The DOD, however, has fallen behind in applications 
and systems that are not IPv6 capable. The AFNIC must work with the 
Air Force Business Enterprise System to develop a path forward for im-
plementing IPv6 compliance for all digital services and applications 
that will harness the benefits of IPv6 in military operations.

Despite the few (if any) equipment costs, one cannot argue that IPv6 
transition involves no expenses. If the Air Force and DOD continue 
down the current path, it is almost certain that more financial hard-
ships will occur due to manpower requirements; specifically, the Air 
Force and DOD will need two staffs of network administrators and so 
forth—one IPv4 trained and the other IPv6 trained. Indeed, in an IPv6 
Economic Impact Assessment, NIST estimated the cost of training one 
person on the high end as $2,906, with total costs much higher (see the 
table below).43 Indeed, the same report indicates that the more acceler-
ated the transition to IPv6, the more expensive it becomes.

Table. Summary of transition costs from IPv4 to IPv6
Costs (Present Value Millions $2003)

a

Infrastructure vendors $1,384

Application vendors $593

ISPs $136

Users $23,321

Total $25,434
a Calculated using a 7 percent real social discount rate

Source: Reprinted from Michael P. Gallaher and Brent Rowe, Planning Report 05-2, IPv6 Economic Impact Assessment 
(Washington, DC: NIST, US Department of Commerce, Technology Administration, October 2005), ES-4, http://www 
.nist.gov/director/planning/upload/report05-2.pdf.
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Recommendations

Mandate a Firm Transition Date to IPv6 Utilizing DOD Acquisition 
Policies and the Joint Information Environment

Currently the level of commitment and willingness to take risk and be-
gin a migration of services into the Air Force environment does not ex-
ist. The DOD has a forgotten history of protocol conversions. When the 
ARPANET was first deployed, it was not TCP/IP based but relied on an 
implementation of NCP. On the basis of additional research from 1973 
to 1981, TCP/IP was developed to allow for improvements to the exist-
ing packet-switched networks, allowing “internetworking” to emerge as 
a network architecture—hence, the Internet was “born.” Indeed, the 
NCP/TCP Transition Plan proclaimed in November 1981 that “the De-
partment of Defense has recently adopted the internet concept and 
the IP and TCP protocols in particular as DoD wide standards for all 
DoD packet networks, and will be transitioning to this architecture 
over the next several years. All new DoD packet networks will be us-
ing these protocols exclusively.”44 The transition to TCP/IP was suc-
cessful only because of the firm mandate. Specifically, the NCP/TCP 
Transition Plan mandated “a complete switch over from the NCP to IP/
TCP by 1 January 1983. It is the task of each host organization to im-
plement IP/TCP for its own hosts. This implementation task must be-
gin by 1 January 1982.”45

Air Force leadership must enforce a similar mandate today. Firm 
transition dates have been attempted with IPv6 in the past—for exam-
ple, in an order by the Office of Management and Budget (OMB) in Au-
gust 2005, and again on 28 September 2010 another OMB memoran-
dum mandated the federal transition to IPv6.46 The Air Force 
acknowledged that the transition should take place but did not solidly 
establish an actual command emphasis on the effort. The most force-
ful requirement was the August 2005 OMB memo that actually in-
cluded dates that everybody attempts to ignore. Thus, without empha-
sis from the Air Force A6/CIO mandating a firm date for migration 
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with penalties for noncompliance, the migration has little chance of 
full implementation.

The time is ripe today to implement this migration throughout the 
DOD. Corresponding with the development and deployment of the 
joint information environment (JIE), “in order to facilitate implemen-
tation of JIE through acquisition across the Department, new IT pro-
grams will be required to comply with the JIE. Existing IT programs 
will be mandated to address JIE requirements as they progress 
through their lifecycle, and decisions will be made on how they can 
best comply with the JIE.”47 Indeed, the DOD has directed the comple-
tion of this migration no later than the end of fiscal year 2018.48 Critics 
might argue that the reliance on IPv4 is stronger today and more inte-
grated into day-to-day military operations. Though that statement is 
true, development of the JIE offers the DOD-CIO office an opportunity 
to pause this effort and include language aligning JIE net readiness 
with a mandatory IPv6 implementation plan to transition the JIE to 
IPv6 by the end of fiscal year 2018. Doing so will go a long way to en-
sure that the DOD has IPv6 hosts enabled and services deployed, en-
abling the paradigm shift to the IPv6 environment. Thus, assuming 
that JIE is fielded sometime before 2030, the DOD and the Air Force 
should not have any issues running out of IPv4 address space before 
migrating to JIE and IPv6.

Educate and Train Our Cyber Operators in IPv6

Today the Air Force cyber schoolhouses offer some general back-
ground on IPv6 in the curriculum—in the best case, two hours of in-
struction. This amount is not sufficient. Detailed, specific training on 
IPv6 should be required, but some people believe it is not needed 
since it does not represent current operational reality.49 Instead, the 
preference is to reserve that type of training for future cyber field 
training units that will catch up operators on the latest advances in our 
actual capabilities as they move between assignments. This reasoning 
is perilous since in cyber operations, experience matters. As noted 
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briefly above, our Chinese competitors, among others, are gaining ex-
perience in operating IPv6 networks while the Air Force ignores the 
problem. To resolve this dilemma, the service should begin by educat-
ing and training future cyber warriors in IPv6 as soon as the Air Edu-
cation and Training Command (AETC) and Air Force Space Command 
(AFSPC) curriculum design processes allow.

Important elements that should be included in a training tasking let-
ter from career field managers and Twenty-Fourth Air Force to AETC 
and AFSPC education and training units include, but are not limited to, 
curriculum updates covering the following specific elements of IPv6 
that are prone to vulnerabilities when employed:

•   multicast listener discovery/enumeration;

•   router discovery/enumeration;

•   node querying;

•   user datagram protocol (UDP)/TCP checksum calculation;

•   transition mechanisms 6to4, 6in4, 6over46rd, 4rd, Teredo, intra-
site automatic tunnel addressing protocol (ISATAP);

•   stateless address autoconfiguration (SLAAC);

•   secure neighbor discovery protocol (SeND);

•   neighbor discovery protocol;

•   duplicate address detection;

•   router, dynamic host control protocol (DHCP), and DNS discovery;

•   redirection;

•   new features in DHCPv6; and

•   host and network mobility for the tactical, satellite, and aircraft 
systems.

Because cyber operations demand hands-on experience, this may in-
volve considering additional funding and creating an IPv6 range both 
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at Keesler and Hurlburt Air Force bases where Undergraduate Cyber 
Training and the 39th Information Operations Squadron conduct train-
ing. Critics might counter that the curriculum does not include 
enough hours for both IPv4 and IPv6. However, given the interrela-
tionship between IPv4 and IPv6, by teaching v6 we also would effec-
tively be teaching v4. Furthermore, the Air Force must ensure that Air-
men already in the career field get more exposure to v6. One 
short-term solution would entail encouraging enrollment in the Fed-
eral Virtual Training Environment as more long-term retraining solu-
tions are developed by AETC and AFSPC.

Conclusions
Transitioning to IPv6 is not a hurdle too difficult to clear. It is neither 

an undeveloped nor untested technology. Rather, the transition re-
mains a problem of policy disconnected from the technological reali-
ties. IPv6 migration should be a primary concern for our senior leader-
ship, and it appears that only clear commitment and direction will 
spur the necessary transition. When this does occur, a strategy must be 
put in place to assure that this transition is not a hastily executed solu-
tion but one that has clear goals and road maps for the secure imple-
mentation of IPv6 throughout the Air Force. In terms of the DOD, the 
JIE is an excellent place to begin full deployment of IPv6 and avoid ad-
ditional costs of delayed transition, including possible mission failure. 
Our cyber operators must begin training now in the operating environ-
ment in which they will certainly be immersed during the next de-
cade. Protecting the network and developing the next generation of 
tactics, techniques, and procedures for cyber operations will allow for 
assured and rapid execution of core Air Force missions. Harnessing 
IPv6 is critical if the service is to remain the best equipped, trained, 
and most lethal force on the planet. 
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