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Abstract

This article examines the implications of emerging technological change on the multiplicity of future threats. Specifically, it examines the relevance of deterrence theory to both existing and new threats, some of which may surpass nuclear weapons in the risk they pose to the United States and humankind. It assumes science and technology growth will continue and will drive proliferation of advanced and potentially dangerous technologies. Rapid advances in biotechnology, nanotechnology, and directed energy may prove to be particularly dangerous. Deterring threats posed by nations, groups, and individuals will require new thinking regarding the application of deterrence theory—particularly deterrence by denial. The article concludes that groups and individuals will continue to gain access to new capabilities and technologies that once were considered the exclusive domain of nation-states. These technologies will enable group and individual adversaries to overcome the tyranny of distance and make it easier to discover, act, surprise, and target almost any place on Earth. Individuals will be more difficult than groups or nation-states to track, but the greatest likelihood of catastrophic attack is likely to be posed by groups. If the United States can ensure adversaries will be precisely attributed through greater system transparency and immunization, attacks may be deterred.1

The rapidly changing nature of technology suggests that the world and the associated technological challenges it faces are changing in unprecedented ways.2 It is not only the scope of technology change that is
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unprecedented but also its speed. This century will likely see 1,000 times the technological change of the last century, with each decade containing upwards of 70 times more technological development than occurred in the period from the dawn of time up until the year 2000. This combination of great scope and speed of technological change means that the world of the 2030s will not merely be an extension of today. In many respects it will be fundamentally different. As a result, the greatest threats the world could face likewise represent a significant departure from past thinking. This article examines how the United States can best posture itself to deter nation-states, groups, and individuals from using biotechnology, nanotechnology, or directed-energy weapons. It begins by discussing the rapidly changing nature of emerging technology, its proliferation, and the developmental challenges associated with having only a small percentage of global research and development within the nation’s military portfolio. It then delves into the nature of the threats across the three technological areas. The article discusses the types of attacks that will be possible over the next 20 years and what the effects could be upon the national critical infrastructure and the population; furthermore, it enables the reader to understand the breadth and depth of the challenges faced. It then introduces a structural model of deterrence based on the writings of many of the preeminent deterrence theorists of the past 60 years. This model dissects the concept of deterrence into its component parts and offers a useful analytic tool to determine how best to address each of the threats discussed. It concludes with a specific set of recommendations, while highlighting a few areas where further research or actions are necessary—particularly action by other governmental agencies to create an optimum deterrent posture.

The Changing Nature of Technology

Profound advancements are occurring across the entire range of sciences at an extremely rapid pace. As a result, the capabilities available to nation-state, group, and individual actors in the international arena will continue to expand at an ever-increasing rate. Driven by motives of profit, social pressures for ever-more-capable goods, as well as scientific curiosity and military necessity, continued exponential technological change is real and inevitable. One of the principal early findings, validated in earlier studies, is that many of the key technologies that will require deterrence in the future continue to evolve at an exponential
rate. As with the number of transistors on a microprocessor and the number of Internet hosts, biology, nanotechnology, pulsed power, and other technical sciences are all racing ahead at ever-increasing speeds.

Research also shows that the United States and its military have an ever-decreasing say in the types of technology being developed. Seventy percent of all research funding happens outside the United States. Further, even among the 30 percent that happens within US borders, 70 percent of those technological developments are privately funded and are solutions or breakthroughs over which the military has no influence or sway.\(^4\) Less than 4 percent of modern technological research is within the purview of the Department of Defense (DOD)—a radical departure from 50 years ago, when that number was nearly 50 percent.

Feeding this development is the collaboration enabled by the Internet. The increased use of the Internet as a source of collaboration results in scientific breakthroughs and technological applications being both increasingly civilian-developed and commercially and globally distributed, and these advancements are accelerating.\(^5\) Moreover, the “half-life” of scientific secrets and their technological applications into militarily critical technologies are shrinking, and they are available to a multitude of actors, both state and nonstate. The result as we look to the future is that the technological dominance the United States has historically enjoyed may no longer be possible. By some measures of innovation, such as the number of major scientific articles published in peer-reviewed journals, China already surpasses the United States. While the United States continues to enjoy the best laboratory infrastructure in the world, our productivity is declining while others are rapidly improving their ability to innovate. This poses the danger of the United States losing the technological race.\(^6\) Technologies formerly in the hands of only the wealthy nation-states are now being developed in what were once called developing countries.\(^7\)

As a result of the decreasing cost of technology, groups and individuals now can acquire advanced capabilities that were once the purview only of states. Power is diffusing to the individual, meaning that attacks and battles of high probability may soon also be events of high consequence, thus changing the nature of warfare. Worse, these conflicts might become more common, meaning the future may be different from our past in significant ways. The world has already seen a rise in groups, including nongovernmental organizations, intergovernmental organiza-
tions, and terrorist organizations (such as al-Qaeda), many of which are able to affect outcomes on at least a regional basis. By 2008 these groups numbered at least 13,425 and possibly as many as 40,000.\textsuperscript{8}

As technology becomes even less expensive, as automation increases, and as the ability of single individuals to create major effects is enhanced, the number of actors will grow still further. We are in a world where computers can pass the Turing test, meaning they cannot only assist individuals in carrying out tasks but also carry out these tasks by themselves.\textsuperscript{9} As machines empower individuals and potentially even become capable of creating significant impacts on society, the number of potential actors undergoes yet another increase. By this measure, the world of 2030 has not hundreds of actors or even tens of thousands: It might have billions. The human race is likely to number between 8 and 9 billion by 2035, and this number itself may pale in comparison to the number of autonomous machines that might be roaming the planet by that time.\textsuperscript{10} In short, the number of actors capable of making a major impact on the world stage will increase dramatically in the next 30 years.

Currently, we refer to the threats we face as \textit{hybrid}. Whatever this future threat is (and there may be no good name for it), it is vastly more complex than anything experienced to date. The cause of the increase in the number of potential actors and of their increased potential capability is illustrated in economic theory. British science journalist Matt Ridley argues that the rapid evolution of human capabilities represents a significant research puzzle, as no other species has managed to adapt and conquer its environment so completely or quickly. Over time, this has led to the increased specialization of employment and the growth of these early communities into the megacities in which many of us live. The critical point is that the concentration of people escalated the interplay of knowledge that leads to increasing innovation. Ridley argues that the advent of the Internet is exponentially increasing the rate of innovation and now allows information sharing on a planetary scale, which will continue to increase our inventiveness as a species, to produce wealth, and to stimulate continued cultural change. From an economic perspective this argument is a story of good news. From the standpoint of biology, however, it has a darker side. As innovation increases at an exponential rate, our ability to understand, contain, and control new concepts and technology is threatened.\textsuperscript{11} It would be an act of hubris to believe that we humans are somehow immune from this outcome.
Threats in the Age of Surprise

As a result of this increasing speed of interaction and data sharing, we have entered an “age of surprise.” While it is possible to see the broad outlines of the future and to define the strategic planning space, this speed of change is making the specific details harder to see. Whether we call these details turbulence or a form of chaos in complex systems, we have entered a period of inevitable surprises. We can discern the outlines of some in advance, including biotechnology, nanotechnology, and directed energy. The key is to understand some of these potential surprises and know how to deal with the resultant challenges.

Biotechnology

The Human Genome Project, completed in 2003, identified all the genes in human DNA, and since then the threat has been rapidly evolving in biotechnology. Today, it is possible to get your finger pricked and have your genomic code printed out with all the As, Gs, Cs, and Ts. Such a printout would reach about 20 feet high and would likely be meaningless both to you and to your doctor, but it is possible. The step being worked on now is the “Rosetta stone” to those 20,000–25,000 genetic sequences—the part that determines how these genes produce the roughly 20,000 proteins that make each one of us a unique human being. This is called the Human Proteome Project, and it is well and truly under way. Once the project is completed, pharmaceutical companies will be able to use these data to develop cures for many, if not all, genetic diseases. Illnesses like cystic fibrosis, muscular dystrophy, and cancer could all be eradicated. Already some cancers, particularly those such as leukemia, are being attacked by nanoengineered medicines based on an understanding of the ribonucleic acid structure of the underlying disease. The result for many patients is a long life with leukemia in remission. Many more such cures and treatments will follow in the years ahead. Unfortunately, this technology cuts both ways. Once the human genetic code is understood well enough to cure a genetic disease, it will also be understood well enough to engineer an illness for which no immunity can be found within the human genetic code. Leading scientists in our national laboratory system predict that by the year 2025, such capabilities will be resident in the hands of a well-trained microbiologist, whom they define as a master’s degree holder from a major university. With a lab costing as little as $100,000, such an individual
would be able to engineer a lethal pathogen inside a one-car garage or a
small basement.

Lest this be thought of as only science fiction, such an event—though
unintended and contained—already occurred with mice. In 2000, Aus-
tralian scientists were attempting to modify the mouse pox virus to pro-
duce interleukin-4 in the hopes of stimulating the production of viral
antibodies. This experiment had two unexpected results. First, it failed
to result in the production of the antibodies sought. Second, the resul-
tant mouse pox strain had extraordinary lethality. Researchers arrived
one morning to find every mouse in the laboratory dead, including mice
immunized against the disease. The virus was 100 percent lethal, had
overcome the immunity conferred by prior vaccination, and had spread
to every mouse in the lab. Although this incident was an accident, de-
liberate genetic modifications to existing viruses could produce the same
result in other species—including our own.

**Nanotechnology**

The term *nanotechnology* is recent to science. Some versions of Web-
ster’s dictionary do not even contain a definition for the word. Further,
even within the discipline, its meaning causes controversy. Some have
come to use nanotechnology to refer to any object or technology that
is smaller than a micron (1,000 nanometers) in size. This misuse was
partly an outgrowth of science fiction and partly of science still catching
up to the concept. Adding the marketing aspects of being able to label
anything made with a coating or substance that contains small parts as
being *nanotechnology*, the environment became ripe for misuse of the
term. Here, nanotechnology refers to materials and substances that are
constructed using processes to arrange particles of under 100 nanome-
ters in size with submolecular precision, for which the important prop-
eties of the materials are governed largely by intermolecular (that is, van
der Waals) forces. Technology that merely involves scaling existing mi-
cromechanical processes to submicron scale is “nanoscale technology.”

The field of nanotechnology offers three key advances as we move
toward the future: (1) the nexus of biotechnology and nanotechnology,
largely discussed above, (2) the creation of high-density energetic ma-
terials much more powerful than those developed to date and, (3) the
development of nanomaterials that have specifically engineered prop-
eties, such as the ability to cause rapid corrosion, which could become a
new class of weapons against systems and materiel. As indicated above, the first challenge with nanotechnology is the ability to precisely and deliberately create molecules of any design. As pharmaceutical companies are already demonstrating, once the genetic structure of a particular form of an illness is known, it is possible at the submolecular level to design medicines that can cure these diseases. As also mentioned, once the human genome is successfully decoded and the Rosetta stone is built, well-trained microbiologists will have the capacity to engineer pathogens for which, even at the genetic level, the human system has no built-in immunity.\footnote{22}

The second area of concern for future attacks deals with the production of high-density materials using precision nanotechnology to arrange molecular structures in a manner optimizing explosive power. While modern explosives are several times more powerful than trinitrotoluene (TNT), future explosives may be much more powerful still. One of the principal limitations of modern explosives is the availability of oxygen at the time and place of detonation. This causes the explosive to do two things. First, some explosive molecules may not ignite due to the oxygen-depleted environment and as such will reduce the total energy produced. Second, the explosive molecules that do not pair with the necessary oxygen immediately may still detonate but will do so after a short delay while they wait for additional oxygen molecules. This extends the duration of an explosion at the cost of reducing the initial blast effect. Using nanotechnology to pair oxygen atoms directly with the explosive atoms that require them would theoretically improve the efficiency of the explosive burn.\footnote{23} This same process could be used to enhance the thrust produced by rocket fuels, which are, in essence, controlled explosions themselves.\footnote{24}

While it is theoretically possible to achieve explosive yields of up to 1,000 times those of modern explosives, near-term advancements are likely to be much more modest.\footnote{25} Though nanotechnology is a rapidly advancing field, the ability to create the assemblers necessary to produce such explosives on a meaningful scale is currently limited; most scientists in the field believe that in the next 10–20 years an advancement of five- to tenfold is likely. Nonetheless, a tenfold advancement makes future explosives so powerful that the three-ounce bottle of liquid passengers are allowed to carry on board a civilian jetliner may have to be reduced to 0.3 ounces—only a few drops. Small, easily concealed explo-
Explosives could pose significant risks to lives and property, and this miniaturization may result in a more-challenging threat in the years ahead.\textsuperscript{26} Militarily, there are two positive aspects to this technology. First, the meticulousness needed to create these explosives would produce a precise and reliable yield, allowing for potentially greater accuracy and lower collateral damage from newer weapons designs. Second, the increased thrust potential emanating from these materials may significantly solve challenges associated with getting heavy objects into space. Historically, roughly 90 percent of all rocket mass has been either fuel or the systems that contain the fuel. The amount of thrust a unit of fuel can produce is called specific impulse (ISP). Increasing the energy content of the fuel five- to tenfold would increase the ISP proportionately and greatly reduce the amount of mass a rocket would need to devote to fuel and its associated system.\textsuperscript{27} Though this dynamic has long been understood, the breakthroughs in nanotechnology may soon allow the dynamic to be exploited. While this may make it easier for man or robots to explore the stars or launch satellites, it would also make it easier for other actors to launch objects at long distances, posing yet another potential threat.

The last area where nanotechnology poses a potential threat is in designing molecules or nanoparticles to interact with materiel to cause severe damage to infrastructure or materiel. “White nanoparticles” are designed to specifically interact with their environment and to “pick up” any foreign debris located on the surface to which they are applied. In short, they are created as powerful agents designed to strip the surface of anything that should not be there. Similar agents could be designed to cause the degradation of materials and play havoc with critical components or infrastructure.\textsuperscript{28}

**Directed Energy**

Two different forms of directed energy represent threats to military and civilian personnel. The first is the pulsed type, which includes such phenomena as pulsed high-powered microwaves, electromagnetic pulses, and a set of natural phenomena that mirror the effects of these two weapons types. The second type of directed-energy threat is continuous wave in nature. The power output of these weapons, usually referred to as lasers, has reached tactically significant levels in the past few years, and further developments are likely in the near future.
The discovery of the potential antielectronic utility of pulsed forms of energy came by accident. In 1962, shortly after the Soviet Union breached a nuclear testing moratorium, the United States tested a 1.4-megaton nuclear device 400 kilometers above Johnston Atoll in an experiment called Starfish Prime. Approximately 1,300 kilometers away, in the Hawaiian Islands, street lights burned out, radio stations were knocked off the air, cars stopped due to burned-out generators and alternators, and some telephone systems were knocked off-line. The relationship between these events was not initially obvious and took some time to verify. It is important to note that not every street light was disabled, that many cars still ran, and that some telephones still worked. Nonetheless, many systems stopped working, and only later did the reasons become clear. In 1967, both the United States and the Soviet Union (USSR) replicated these pulsed-energy effects. They discovered that nuclear detonations above the ionosphere would charge this region of the upper atmosphere and generate intense electromagnetic fields across the earth's surface. These fields fluctuate quickly and induce electric currents in all metallic objects they encounter. If the electricity generated is above the designed load for the system, the system shorts out and subsequently fails. Fearing the effects of such weapons, the United States and the USSR together drafted the Outer Space Treaty (more formally, The Treaty on Principals Governing the Activities of States in Exploration and Use of Outer Space, Including the Moon and Other Celestial Bodies), which bans only weapons of mass destruction from space and does so because of the electromagnetic-pulse (EMP) phenomenon.

However, a very similar phenomenon can be reproduced using a non-nuclear pulsed-power generator on the earth's surface. While physicists will be quick to point out that the precise shape of the pulsed waveform is different from that of a nuclear blast, its effects on electronics are nonetheless the same. Inducing an electromagnetic field across wires, computer circuits, or any other conductive material produces electric current within the system. Like EMP, this current can wreak havoc with financial systems, computers, power distribution, and communications systems used to command-and-control military forces worldwide.

The level of damage done to these systems is related to the field strength of the magnetic field induced by the pulsed-microwave device and the sensitivity of the equipment. It is important to realize that as computer-chip spacing becomes more compact in our quest to produce...
ever-more powerful and faster computers, the amount of energy needed to short out the computer circuits decreases with the square of the chip spacing. Stated more plainly, the ability to destroy or damage computer control systems is increasing exponentially as the computer chips become faster.\textsuperscript{35} At the same time, our ability to store and generate pulsed power in the form of microwaves is also increasing exponentially. In 2003 it was possible to produce 20 gigawatts of pulsed-power output in a 400-pound device. Today several efforts are in the works on terawatt-class devices, some of which are explosively powered, representing a near 100-fold improvement in roughly a decade.\textsuperscript{36} In 2002 conventional pulsed-microwave devices had relatively short ranges. Today small, portable, reusable weapons have ranges in the hundreds of meters. At the rate these technologies are changing, by the 2030s the ranges of these systems will be in miles or tens of miles, making them tactically and strategically significant.\textsuperscript{37}

The other form of directed energy is continuous wave, the most common being lasers. While lasers have overpromised and under delivered for decades, this is no longer true. In November 2010, one of the authors placed an order for a small, handheld, category-IV, weapons-grade laser for $299. To the researchers’ surprise, the order processed on “Black Friday,” a shopping holiday after Thanksgiving, resulting in the “three-for-one” special deal. We paid less than $100 for each of the three lasers that arrived about six weeks later. The blue variant of this laser measures approximately 20 centimeters long and approximately five centimeters in diameter, weighing about 250 grams. It is a potentially lethal device, but its greatest dangers come from its ability to permanently blind a person in less than 0.25 seconds at a range of approximately 150 meters. It is capable of melting plastic and setting flammable materials ablaze (451° F or 233° C).\textsuperscript{38} The laser runs off a single lithium-ion battery, roughly the size of a standard AA battery, which enables the laser to operate continuously for 120 minutes on a single charge. A company operating in Hong Kong began producing and marketing the laser in the fall of 2010. At that time, only Malta had definitive restrictions on the sale or importation of this device.\textsuperscript{39} In the United States, importation was legal. Though not directly attributable to this laser, in the first nine months of 2010, before this laser hit the market, the United States had 299 lasing incidents against civilian aircraft. There were 2,700 more in
the last three months of that year. Blinding incidents have also increased in other countries, including some attacks on motorists.\textsuperscript{40}

Meanwhile, lasers for aircraft and weapons applications have reached tactically significant power levels. Chemical oxygen iodine lasers (COIL) have been designed for applications ranging from missile defense to ground attack. The airborne laser system, which the DOD recently decommissioned, was a megawatt-class system, roughly 1 million times more powerful than the handheld laser above. Air Force Special Operations Command placed a much smaller COIL device on board a C-130 aircraft and successfully disabled targets on a weapons range, including a truck.\textsuperscript{41} As with pulsed-power devices, laser efficiency and effectiveness are continuing to improve. Small handheld devices powerful enough to blind or kill soon will be in the hands of those who may seek to create fear or terror. Larger lasers, with speed-of-light kill capability, will likewise be obtainable via arms markets well within the next 20–30 years.\textsuperscript{42} Directed-energy research is continuing in several countries and will pose a risk to satellite operations in the very near future.\textsuperscript{43} Lasers that can dazzle or destroy satellites, likely all the way to geostationary orbit, may be fielded by the 2030s. The result is that space assets, both military and civilian, are and will increasingly be vulnerable to attack, either from the ground or from space. The challenge becomes how the United States deters these threats.

\section*{Deterring Emerging Threats}

To deter the technological threats of biotechnology, nanotechnology, and directed energy one must first understand deterrence concepts and deterrence theory; extensive literature covers both conventional as well as nuclear deterrence theory.\textsuperscript{44} The model below depicts two predominant aspects of deterrence and the relationship between them.

The focus during the Cold War was mainly on the left half of the model—“Fear/Retribution.” This thinking made sense because during the Cold War time frame, the treaties in effect limited each side (the United States and Soviet Union) to 100 ballistic missile interceptors.\textsuperscript{45} Since each side in the Cold War had vastly more than 100 nuclear weapon systems, there was an implicit assumption that it would be impossible to deny the opposing side the ability to carry out a massive strike that would inflict severe damage on the opponent should it choose to do so. As a result, the “denial” side of the equation was limited in
value to only that necessary to ensure a retaliatory capability existed. There was no method by which one could deny the initial attack, and as such, much of the denial side of the model was ignored, leaving mutual destruction or unacceptable levels of damage (fear) as the linchpin upon which deterrence was based. It is important to recognize that the theory itself is structurally sound, but in deterring emerging technologies the relative importance of the two sides of deterrence theory changes. The difference is, with many of the threats we face in the future, there are opportunities to prevent or protect from attacks, to thwart the goals of prospective adversaries, and to deter or hinder the development of these capabilities in the first place. These key elements of the right-hand side of the model take on new levels of importance in the future and thus constitute a change in the way in which the DOD needs to operate.

**Figure 1. A structural model of deterrence theory**

In operationalizing the model against the array of future threats, many of which are conventional, we turned to an equation verbally described in John J. Mearsheimer’s book *Conventional Deterrence*. Mearsheimer argues that the failure of deterrence is specified as a calculus in the mind of the actor to be deterred, referring to this calculus as “the attacker’s fear to the consequences of . . . action.” While he describes this calculus in
great detail, it can be simplified as a mathematical expression. An actor is deterred if the equation depicted in figure 2 holds.

![Figure 2. The deterrence equation](image)

Mearsheimer argues that several factors play in this calculus of whether deterrence will succeed. The first is the adversary’s perception of the value of success itself—the gain to be incurred by attacking. The second factor is the probability that the attack will succeed. The product of these two elements comprises the potential adversary’s assessment of success (A). Only if the assessment of failure is greater than that of success will a rational actor be deterred. This failure assessment is calculated in much the same manner—the cost of failing is multiplied by the probability of failure. If the failure assessment (B) is the greater of the two terms, then the value of the equation is less than zero, and the actor is deterred.47 Some assumptions are embedded in this calculus that must be highlighted in light of the new threats. First, it assumes the actor is rational. This does not mean the actor’s calculus is the same as one’s own or that it matches one’s values—only that it has a rational basis underpinning it. Second, it assumes that one can attribute the attack to the proper actor. While in the nuclear era this was relatively easy, it has proven much more difficult in newly created artificial domains such as cyberspace. It is crucially important to explore what happens to the deterrence equation in the absence of attribution. Should attribution be problematic, it tilts both parts of the deterrence equation in favor of the potential aggressor. An inability to attribute an attack means the probability of successfully carrying it out likely rises or at a minimum remains the same. The probability of incurring punishment clearly diminishes because without attribution it is impossible to know toward whom the punishment should be directed. As a result, in the absence of proper attribution, the deterrence equation tilts in favor of the potential adversary, making successful deterrence less likely.

Of equal concern is what happens when attribution is either assumed or figured incorrectly. A failure to properly attribute often leads to sim-
pleminded decisions along the lines of what actors expect.48 Further, in the absence of data or in the midst of uncertainty, decision makers tend to engage in more violent modes of coping with the ambiguity.49 These dynamics were tested in exercises conducted in conjunction with this research—exercises that placed participants in a war game in a position of relative uncertainty with regard to adverse conditions experienced by the United States and its allies. Even though sufficient data were available to the participants to uncover the actual actors, the vast majority of the participants attributed the hostile actions to the wrong actor. In a real-world situation, such misattribution can have disastrous consequences.

Getting attribution correct is essential not only to realize deterrence but also to avoid unintended conflict. Complicating the problem of attribution is the fact that the time to respond to attacks from several emerging threats is much less than the reaction time that was available in the nuclear-deterrence era. As a result, the time necessary to observe events, orient to these events, decide on a course of action, and then act (OODA) on that decision is shrinking.50 The OODA loop decision cycle is rapidly collapsing into an OODA point. With several new technologies operating either at or near the speed of light, this decision loop is moving toward a point requiring much more rapid capabilities to observe and attribute incoming attacks. The nation-states that comprise our global security system are similarly chaotic and capable of rapidly tipping from one state to the next. In the end, the human system in which we must deter is complex and chaotic while the credibility of deterrence hinges on the capacity to accurately attribute such actions at ever-increasing speeds.

The Delphi Study and Results

To better understand where the greatest challenges for deterring emerging technologies lay, we conducted a formal and informal Delphi study using three questions.51 It drew upon participants who had studied the technologies and had a working knowledge of deterrence theory and military strategy. Each question explored the three technologies and parsed the responses to separate dynamics that differed among nation-states, groups, and individuals.

The first question asked the respondents to use a Likert scale of one to five (very easy, easy, neutral, difficult, and very difficult) to rate the level of difficulty of deterring nation-states, groups, and individuals from
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launching an attack using each of the technologies shown in figure 3. The results show that it is more difficult to deter individuals, regardless of technology, than to deter nation-states. In addition we found that bio- and nanotechnologies would likely be the most difficult to deter. Further, although the slope changed for each technology, the relationship across the three categories took on a mostly linear shape. In general, the study participants believed nation-states and groups placed value on their respective reputations. Moral constraints to use force and the results of international approbation act most strongly on nation-states. Yet for groups, especially the larger ones, the reputational issues were strong enough to make them easier to deter than small groups and individuals. Individuals would be least affected by international norms and thus the hardest to deter.

![Delphi Results: Difficulty of Deterrence](image)

**Figure 3. Difficulty of deterrence: Delphi results**

The second question focused on the difficulty of attribution. As with the previous question, this one was parsed by both type of actor and technologies involved.

The depiction in figure 4 takes on the same shape as the previous one but for different reasons. Here, individuals were considered the most difficult...
to attribute across all technologies since they were the most likely to conduct an attack and successfully avoid leaving a distinguishing trail that would lead to properly attributing the source of the attack. States, on the other hand, because of their size and the bureaucracies that must approve these actions, often leave traceable indications of their responsibility for certain actions. Additionally, in some cases, the research efforts necessary to launch attack programs by nation-states in these areas would require funding of sufficient size to make it possible to trace the program. Biological attacks were considered problematic because tracing the source of a disease or pathogen may be difficult, especially if it has a considerable incubation period. Should such an agent be distributed at a major transit hub, such as a major international airport, viruses would be hard to trace to their origins since the passenger traffic would leave a very large number of potential paths to trace. Nanotechnology threats also were considered difficult because they are small enough in size that they could remain dormant for extended periods, leaving great doubt as to when they were positioned.

Delphi Results:

<table>
<thead>
<tr>
<th>Type of Actor</th>
<th>Difficulty</th>
<th>Biotechnology</th>
<th>Nanotechnology</th>
<th>Directed Energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Nation State</td>
<td>Most</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Group</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Individual</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 4. Difficulty of attribution: Delphi results
The last question regarded the likelihood of attack. Here, definitions proved important insofar as we were interested in the likelihood of only very large destructive or catastrophic events. For this question a “catastrophic” attack was considered one that “threatens national survival or eliminates the ability to accomplish the mission.” A “destructive” attack was one that “seriously impacts the ability to function or significantly degrades mission performance.” The results are depicted in figure 5, which contains three patterns within the data that are worthy of explanation. First, the greatest perceived threats were based on biotechnology. This danger is significant due to the relatively unprotected and very incomplete infrastructure to detect novel pathogens or viruses. Second, the graph has a central “hump,” showing a greater probability of catastrophic or destructive attacks coming from groups than from individuals or nation-states. This created a curve that placed the maximum likelihood for attack at the group level. It should be noted that had we lowered the damage threshold of interest, it is likely that individuals would have scored much higher. Lastly, for nanotechnology and directed energy, nation-states were considered the most likely to attack catastrophically because we deemed it unlikely that even groups would have the resources to attack using these weapons on a massive scale.
Findings and Implications

Deterring future technologies of adversaries remains a great challenge for the DOD, particularly concerning biotechnology, nanotechnology, and directed energy. Solving this challenge will require two specific concepts: transparency and immunization.

Increased transparency is necessary to facilitate proper attribution and early warning of attack. Transparency contains three elements: (1) technical developments that aid in tracking people and objects through space and time, (2) ongoing innovation in this area, and (3) the advent of new command-and-control concepts. With the development of the internet, most data—public and private—is archived for retrieval. Even when websites are updated or personal data removed, the old data is still available and can be retrieved. The result is that anything which has been on the Internet can often still be found, enabling the searching for information not only across geographic space but also across time. These searches can synchronize raw data as well as pictorial information; they archive public (government) as well as private (personal) web postings. In short the technological developments are moving us toward transparency. As this enormous data set becomes available on the Internet, new innovations will be necessary to use it. Some of the necessary algorithms already exist and are able to examine patterns of human behavior and flag for analysis those activities that are unlike others. Such algorithms can be useful for enabling business to foresee the next major consumer product or for enhancing security. One such set of algorithms has been developed as part of the Risk Assessment and Horizons Scanning system in Singapore. That city-state has developed an analyst-intensive process that involves environmental scanning for data, provides indicators of possible activity, enables the conduct of sentiment analysis, and helps with data fusion and analysis that leads to scenario development and the development of strategies. While not fully automated, the system provides “insights to emerging risks and opportunities with national security implications.” With a world of data available and the algorithms to flag events that may be indicators of risks, proper command and control can ensure that risks are properly assessed. Global command-and-control capability becomes the last element of a new transparency system. As data suggest that a risk may be emerging in a part of the world, the command and information exchange systems—in conjunction with
well-trained leadership—enable analysis, further research, and assessment of the risks as they emerge.

These data are fused and processed using advanced algorithms that build on work already done. These algorithms will be designed to highlight or flag unusual patterns of behavior worthy of human analysis. Upon seeing such a signal, the analyst initiates tracking. The analyst drills into the data to determine if there is a concern that rises to the level of a threat to US facilities or interests. If such a threat exists, an analyst does additional analytical work with the data to attribute the threat to a specific actor or set of actors and then characterize that threat, including identifying its capabilities, operating procedures, and location. At that point, the government has many options available to deter a potential adversary. Depending on the nature of the threat and how early in the planning process an attack has been identified, the options may range from merely warning the individuals that they have already been discovered to potentially arresting or striking them if the threat they pose is more imminent. As these actions are taken, ripples or perturbations in the networks associated with these actors will likely appear within one or more of the streams of data. Additional fusing of data and repeating the above process will also flag other potentially dangerous actors associated with the initially discovered adversary for further analysis. Iterating this process will soon make obvious to actors who seek to hurt the United States that their likelihood of success has decreased, shifting the deterrence calculus in our favor.

From this proposed operational concept, transparency should be thought of as a second pillar of deterrence since it has benefits similar to those of attack and defense. More importantly, transparency has a deterrent quality all its own. It is important to understand that transparency is about knowledge rather than control. Along with the ability to strike globally, transparency has the potential to radically alter adversaries’ deterrence calculus. If they believe their actions will likely be discovered and attributed and then punished severely, then the attack will likely be deterred. As a result of the development and proliferation of technologies that can create catastrophic effects over the next 10–20 years, transparency and the associated concept of attribution will be essential. Moreover, as a requirement it will drive defense procurement spending.

Unfortunately, transparency is a two-way street and by itself it does not fully address all the aspects of deterrence by denial. It is likely ad-
versaries will have some level of transparency against the United States. As a result of this transparency, we need a set of means to deny potential adversaries a chance to succeed, even when our forces or infrastructure are in known locations. In short we need to deny success, and to do this, we need a second concept called immunization.

**Immunization**

As it applies to emerging technological threats, immunization is a protective measure that reduces attack effectiveness. Similarly, a nation-state properly immunized against attack will not suffer significant damage, even if an attack is launched against it. For the United States, this immunization process involves implementing physical safeguards around certain critical infrastructure. It involves creating backup methods of operation and functional resilience that result in little or no degradation to operations should an attack occur, creating strategies that enable flexible options to mitigate the effects of an attack. It also results in the development of cognitive resilience within the populace and the military, creating a mind-set in which, even if an attack occurs, there is not a disproportionate psychological reaction to the strike.

As threats become more numerous and span increasingly large technological sets, immunization will require time, resources, and practice to attain. The methods of immunizing computer systems will be different from those of immunizing the populace against a biological pathogen. Nonetheless, the country must be prepared to do so. If we can achieve a level of immunization that minimizes the gains realized by attacking the United States and its interests abroad, then the deterrence calculus shifts in favor of the defender, and the nation becomes more secure. To insure that immunization actions are considered in that calculus, demonstrations of these capabilities will likely be required.

**Issues for Other Departments**

Because of the breadth of challenges that will confront the United States in the 2030s, this is much more than a Department of Defense problem. There are issues for the departments of Homeland Security (DHS), Transportation, Health and Human Services, and Commerce, as a minimum. The DHS is responsible for the defense of our national infrastructure and air transport system. Consequently it needs to understand
the potential impact that directed energy will have on our electrical and banking systems. The DHS is also responsible for airline safety. Nanotechnological explosives will soon increase the potential for very small amounts of a substance to create very large explosions. While there is substantial public backlash against strictures such as the three-ounce-bottle limits on commercial aircraft, this problem is about to become worse. The DHS will need to develop methods of detecting which compounds can explode and which cannot—and further, detect these when they may be chemically new materials or something nanoengineered in an adversary’s laboratory. The Department of Transportation has this same requirement but with respect to our major highways and bridges. The destruction of all bridges that cross the Missouri–Mississippi river system with nanoexplosives is something that must be guarded against as well.

The one potential extinction-level event discussed above is biological attack. Previous studies have recommended major efforts to enable rapid detection and decoding of new genomic structures along with the ability to quickly prototype and produce vaccines.\textsuperscript{57} We stated then and reiterate now that a major project is needed on biogenetics to ready the nation and the world to rapidly respond to the outbreak of a novel virus, whether man-made or a natural mutation, within a matter of hours instead of the nearly one year it currently takes to develop the annual influenza vaccine. However, implementation lies within the purview of the Centers for Disease Control and the National Institutes of Health.

Conclusion

It is important to note that deterrence by denial is not new. It has been a part of deterrence theory for over 50 years, but it is more important now than it has been in the past. In short, we are entering a world where the proliferation and cheapening of potentially harmful technologies will impose costs on those nation-states that value protecting their populace. The panoply of new threats increases the requirements for the services to work together to create effective transparency and immunization to provide resilience. As we do this, we need to understand not only who is theoretically responsible for certain mission sets but also who will accomplish them. While the threats in this study may come from terrorists, what is necessary to defeat this threat bears little resemblance to the types of combat in which we have been engaged over the past 15 years. Further, technology is changing at such a pace that those who fail
to make a concerted effort to stay abreast of new developments will find their thinking quickly rendered obsolete. The scope of the threats we may face from emerging technologies is disturbing. Properly addressing these two broad areas will make attacks easier to attribute, adversary opportunities easier to deny, and adversary success harder to achieve. Collectively these tilt the deterrence calculus in favor of the United States, making it much less likely that the adverse and severe consequences of the threats discussed above will ever be endured.
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