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Abstract

There are important empirical reasons to suspect that the risks of 
cyber escalation may be exaggerated. If cyberspace is in fact an 
environment that generates severe escalation risks, why has cyber 

escalation not yet occurred? We posit that cyber escalation has not oc-
curred because cyber operations are poor tools of escalation. In particular, 
we argue that this stems from key characteristics of offensive cyber capa-
bilities that limit escalation through four mechanisms. First, retaliatory 
offensive cyber operations may not exist at the desired time of employ-
ment. Second, even under conditions where they may exist, their effects 
are uncertain and often relatively limited. Third, several attributes of of-
fensive cyber operations generate important tradeoffs for decision-      makers 
that may make them hesitant to employ capabilities in some circumstances. 
Finally, the alternative of cross-      domain escalation—responding to a cyber 
incident with noncyber, kinetic instruments—is unlikely to be chosen ex-
cept under rare circumstances, given the limited cost-      generation potential 
of offensive cyber operations.

*****

There is a widespread view among practitioners and scholars that cyber-
space is defined by an inherent potential for dangerous escalation dynamics 
between rivals.1 On the practitioner side, for example, senior US intelligence 
and military leaders expressed concerns about first-      strike incentives leading 
to escalation in a 2017 joint statement to Congress, testifying that “adversaries 
equipped with [offensive cyber capabilities] could be prone to preemptive 
attack and rapid escalation in a future crisis, because both sides would 
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have an incentive to strike first.”2 On the academic side, there is a palpable 
fear that cyberspace is an environment in which offense has advantages 
over defense and that this—coupled with factors such as problems of 
attribution, poor command and control, and the absence of meaningful 
thresholds or red lines—generates real risks of inadvertent escalation.3 
Concerns about escalation grew even more passionate in the wake of the 
US Department of Defense’s release of its 2018 Cyber Strategy docu-
ment, which articulates an operational concept of “defending forward” in 
which the DOD “disrupt[s] or halt[s] malicious cyber activity at its source.”4

However, there are important empirical reasons to suspect that the risks 
of cyber escalation may be exaggerated. Specifically, if cyberspace is in fact 
an environment that (perhaps even more so than others) generates severe 
escalation risks, why has cyber escalation not yet occurred? Most interactions 
between cyber rivals have been characterized by limited volleys that have 
not escalated beyond nuisance levels and have been largely contained be-
low the use-      of-      force threshold.5 For example, in a survey of cyber incidents 
and responses between 2000 and 2014, Brandon Valeriano et al. find that 
“rivals tend to respond only to lower-      level [cyber] incidents and the 
response tends to check the intrusion as opposed to seek escalation 
dominance. The majority of cyber escalation episodes are at a low severity 
threshold and are non-      escalatory. These incidents are usually ‘tit-      for-      tat’ 
type responses within one step of the original incident.”6 Even in the two 
rare examples in which states employed kinetic force in response to adver-
sary cyber operations—the US counter-      ISIL drone campaign in 2015 and 
Israel’s airstrike against Hamas cyber operatives in 2019—the use of force 
was circumscribed and did not escalate the overall conflict (not to mention 
that force was used against nonstate adversaries with limited potential to 
meaningfully escalate in response to US or Israeli force).7

We posit that cyber escalation has not occurred because cyber opera-
tions are poor tools of escalation. In particular, we argue that this stems 
from key characteristics of offensive cyber capabilities that limit escalation 
through four mechanisms. First, retaliatory offensive cyber operations 
may not exist at the desired time of employment. Second, even under 
conditions where they may exist, their effects are uncertain and often 
relatively limited. Third, several attributes of offensive cyber operations 
generate important tradeoffs for decision-      makers that may make them 
hesitant to employ capabilities in some circumstances. Finally, the alter-
native of cross-      domain escalation—responding to a cyber incident with 
noncyber, kinetic instruments—is unlikely to be chosen except under rare 
circumstances, given the limited cost-      generation potential of offensive 
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cyber operations. In this article, we define cyber escalation and then 
explore the implications of the technical features and requirements for 
offensive cyber operations. We also consider potential alternative or critical 
responses to each of these logics. Finally, we evaluate the implications for 
US policy making.

Defining Offensive Cyber Operations and Escalation

Escalation, broadly defined, involves some meaningful increase in the 
nature or intensity of a conflict. It occurs when at least one party to a 
conflict crosses what at least one party perceives to be a critical threshold.8 
Escalation occurs “when at least one of the parties involved believes there 
has been a significant qualitative change in the conflict as a result of the 
new development.”9 A state could escalate through quantitatively ratcheting 
up the amount of pain it inflicts on its adversary using the same type of 
capabilities, or qualitatively through introducing a new type of capability 
(the latter is what Bernard Brodie dubbed a “firebreak”).10 Escalation could 
occur deliberately through moving up Herman Kahn’s famed “escalation 
ladder” to achieve victory in a crisis, or inadvertently through security di-
lemma dynamics, misperceptions, windows of opportunity and vulnerability, 
or bureaucratic processes and standard operating procedures.11

Escalation could occur along analogous pathways in cyberspace. The 
cyber literature is predominantly concerned about conditions under which 
one state’s use of offensive cyber capabilities could unintentionally trigger 
an escalatory spiral with a rival.12 This scenario could hypothetically occur 
if the target responds with more intense and costly cyber means (cyber 
escalation within the cyber domain) or through breaching the cyber-      kinetic 
threshold (cross-      domain escalation).

However, we anticipate that the use of offensive cyber capabilities is 
unlikely to trigger escalatory responses, both within cyberspace and across 
other domains. Our argument that offensive cyber operations are poor 
tools of escalation rests on what we identify as the technical foundations 
of cyber capabilities. Of course, technical factors alone are insufficient to 
completely account for state decision-      making about courses of action in 
response to adversary cyber operations. A full assessment of the determi-
nants of escalatory decision-      making must consider a range of factors, such 
as the salience of interests at stake, a decision-      maker’s approach to risk, 
and cognitive biases. However, we claim that the technical characteristics 
of offensive cyber capabilities play an important role in circumscribing the 
options available to states, generating tradeoffs that decision-      makers must 
consider, and creating breathing room during crises that, taken together, 
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dampen potential pathways to escalation. More often than not, the poten-
tial use of cyber capabilities in an escalatory fashion is time intensive, un-
reliable and unpredictable, and limited in the magnitude and range of ef-
fects. Below, we propose general hypotheses for how what we identify as 
key characteristics of offensive cyber are linked to potential pathways to 
cyber or cross-      domain escalation in response to adversary cyber opera-
tions. We intend for these hypotheses to serve as a useful springboard for 
further empirical research on the link between the technical features of 
cyber capabilities and their utilities for escalation. The hypotheses are 
summarized in table 1.

Table 1. Linking offensive cyber attributes with escalation pathways
Cyber Attributes Escalation Pathways

Role of access, nonuniversal lethality, and 
temporal nature of access and capability 
development and maintenance

Lack of cyber escalation options at the de-
sired time and implications for considering 
alternative courses of action

Nonphysical nature of offensive cyber capa-
bilities and limits on cost generation Limited costliness of effects

Role of secrecy, attribution, and espionage Countervailing tradeoffs

Nonphysical nature of offensive cyber capa-
bilities, nonuniversal lethality, and limits on 
cost generation

Lack of willingness for cross-      domain escala-
tion in response to cyber incident with limited 
relative costs

Technical Features and Requirements for Offensive Cyber

Key features of cyber operations—the role of access, nonuniversal lethality 
of offensive cyber capabilities, and the temporal nature of access and 
capability development and maintenance—may dramatically circum-
scribe the escalatory options available to states through cyber means 
during a time of crisis.

First, escalatory cyber response options may simply not be available to 
a state because it lacks access to an appropriate set of targets against which 
to deliver an escalatory response. This is because offensive cyber operations 
deliver effects against targets through exploiting a vulnerability to gain 
access (through an attack vector) to a target’s network or system and de-
liver a payload that is activated by communicating back with a host or 
triggered by a command order written into the code.13 Absent the right 
access to deploy a capability, the latter might as well not exist.14

While critical to the success of offensive operations, the initial penetration 
of a target network or system can be resource intensive and net unpredictable 
results, which is why the employment of cyber capabilities that rely on 
access to a targeted network require prior planning and resource allocation 
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and development. Indeed, according to Chris Inglis, the planning staff at 
US Cyber Command during the 2009–10 period assessed that “the first 
90 percent of cyber reconnaissance (i.e., ISR), cyber defense, and cyberattack 
consisted of the common work of finding and fixing a target of interest in 
cyberspace.”15 Therefore, rather than occurring at lightning speed, cyber 
operations have crucial aspects that take time and significant resource 
investments, even if at the tactical level a line of code can indeed be exe-
cuted at “network speed.”16

Considering means of access and types of targets reveal the various as-
pects of gaining access that limit potential cyber escalatory responses at a 
given time. Table 2, Mainstream means of gaining access, depicts various 
common access methods and evaluates them along a spectrum of cost, 
risk, and reliability.17 The broadest distinction between means of access is 
remote (e.g., using the Internet) versus close (e.g., gaining access through 
a human agent or supply chain interdiction). Most of the low-      cost and 
low-      risk means of gaining access to a target (such as through various social 
engineering mechanisms) are not readily applicable against more hardened 
(and therefore more strategically valuable) targets, such as the air-      gapped 
networks common in critical infrastructure systems and some military and 
defense systems. Conversely, the most reliable type of access, physical 
access through a human intermediary on the ground, is also the riskiest 
and costliest.

The nature of the targeted network or system also shapes access require-
ments and consequent level of difficulty. For instance, gaining access to 
operational technology (OT) is typically more difficult than to information 
technology (IT), although this may be changing as IT and OT systems 
converge.18 OT networks tend to be closed (they do not touch the global 
Internet) and run unique protocols used to control highly specific pro-
cesses and systems.19 Typically, these characteristics also mean that these 
networks require specific knowledge because the programs they run are 
customized to those systems and the networking protocols they employ 
may not be widely proliferated. Additionally, the simple fact of “gaining 
access” to a target network does not guarantee that an attacker has gained 
access at the requisite network layer from which to launch an offensive 
operation.20 Thus, most access operations are followed by operations that 
enable persistence through access escalation prior to the employment of 
any cyber weapon. Finally, gaining access to a target via a hardware implant—
the actual physical components of a computer (e.g., motherboard, USB 
and other flash memory devices, routers, etc.)—is appreciably costlier and 
more difficult than gaining access to software (all of the digital programs
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Table 2. Mainstream means of gaining access

Remote access Cost Risk Reliability Feasibility against target sets

Hacking: Using a com-
puter to gain unauthor-
ized access to a system 
using a suite of tools.

Low to 
High

Low to 
Medium

Low to High Can be resource       intensive de-
pending on the target.

Phishing: Mass and 
indiscriminate dissemi-
nation of e-      mail con-
taining malware.

Low Low Low Not feasible against air-      gapped 
networks.

Spear phishing: Tailored 
dissemination of e-mail 
containing malware.

Low Low Medium. More targeted than 
phishing so more reliable but 
depends on the sophistication 
of social engineering. Ability to 
deliver the effects also depends 
on controls within a network.

Not feasible against air-      gapped 
networks.

Whaling: Similar to 
spear     phishing but targets 
a high-  profile individual.

Low to 
Medium

Low Medium. Tends to be more reli-
able compared to spear     phishing  
given the highly targeted nature of 
the operation; however, can be 
resource intensive as it requires 
increased social engineering and 
target development and is often
against a hardened target.

Not feasible against air-      gapped 
networks.

Pharming: Directing 
Internet users to a cloned, 
but bogus, website that 
prompts them to provide 
user credentials.

Low Low Low Not feasible against air-      gapped 
networks.

Man in the middle: A 
common hacking opera-
tion that can rely on 
remote or physical ac-
cess to essentially eaves-
drop on communication 
between two parties.

Low to 
High

Low to 
High

Low to High Varies depending on remote or 
close access.

Close access Cost Risk Reliability Feasibility against target sets

Supply chain interdiction: 
Intercepting and com-
promising a software or 
hardware component of 
the targeted network 
prior to delivery.

Medium 
to High

Low to 
Medium

Low to Medium. Attacker has 
no guarantee of how infected 
systems will react in the tar-
geted environment or even that 
they will be used.

May be one of the only viable 
means to gain access to a 
closed system, but requires 
extensive planning and intel-
ligence collection.

Physical access: Emplac-
ing an operator on the 
ground to physically 
gain access to the tar-
geted system and infect-
ing it via a software or 
hardware implant.

High High Medium to High. Varies de-
pending on what capabilities 
the operator has for the opera-
tion. It may be difficult to engi-
neer solutions for data exfiltra-
tion if required.

May be one of the only viable 
means to gain access to a 
closed system. Often requires a 
trained operator surrepti-
tiously gaining access to a 
targeted system or finding a 
person with access to wittingly 
or unwittingly deliver the 
exploit.

Wireless access: Associ-
ating wirelessly, typi-
cally via Wi-      Fi or Blue-
tooth, as a mean to 
inject a software capa-
bility or harvest creden-
tials. Standoff distance 
can vary greatly de-
pending on the fre-
quency the attacker is 
exploiting and the power 
emitted by the transmitter.

Medium Medium 
to High

Low to High. Varies depending 
on what capabilities the opera-
tor has for the operation.

Feasibility varies depending on 
the standoff distance necessary 
to deliver the exploit and the 
permissibility of the environ-
ment of the operation.
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on a computer, from the operating system to applications such as Micro-
soft Word).21 Software vulnerabilities are relatively easier to detect and to 
patch, and manufacturers routinely disseminate information about known 
vulnerabilities and remediation protocols.22

Second, in addition to being dependent on access, offensive cyber capa-
bilities lack universal effectiveness. While nuclear or conventional muni-
tions are target agnostic—in most cases, the same munition can be used to 
target an aircraft hangar, a massed enemy formation, a munitions factory, 
or a hospital—some cyber weapons must be tailored to a specific target set 
or type.23 As Martin Libicki notes, “A piece of malware that brings one 
system down may have absolutely no effect on another. The difference 
between the two may be as simple as which patch version of a piece of 
software each system runs.”24 The 2017 WannaCry ransomware attack 
that wreaked billions of dollars in damage and was attributed to North 
Korea’s Lazarus Group, for instance, targeted hundreds of thousands of 
computers around the world across a range of industries that were running 
an older version of Windows.25 The widespread damage belies the highly 
specific and targeted nature of the malware—almost all of the affected 
systems were running a version of Windows 7; the same strain of malware 
had no effect on computers running more up-      to-      date operating systems. 
Moreover, asset owners of targets of strategic significance—such as critical 
infrastructure—typically employ highly customized software and specific 
hardware with tailored configurations that are unique to those systems 
and usually only intimately understood by the original developers and 
manufacturers. It has been reported, for example, that the malware em-
ployed in the Stuxnet cyberattacks against the Iranian nuclear program 
was tailored to target the specific model of Siemens programmable logic 
controllers (PLC) used at the Natanz enrichment facility.26 Indeed, while 
Stuxnet was discovered in computers around the world, it delivered destruc-
tive effects only against the centrifuges in Natanz.27 The non-      substitutability 
of entire classes of offensive capabilities by definition increases the cost of 
developing an arsenal of offensive cyber capabilities.28

Therefore, the time and resource requirements to gain access and 
develop specific offensive capabilities may render important escalatory 
response options infeasible or impractical at the desired time. Opera-
tional planning and execution must consider that a given capability may 
not be usable or even exist at a chosen time of employment.29 As the above 
discussion illustrates, many of the target sets that would represent 
strategic (and therefore escalatory) targets, such as a state’s critical infra-
structure or nuclear command and control, demand extensive planning, 
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pre-      positioning, and capability development in advance of employing 
offensive capabilities. Therefore, the timing of a crisis plays a crucial role 
in decisions about cyber escalation responses. Specifically, the time required 
to develop access to hold strategic targets at risk means that, even if a state 
seeks to escalate against an adversary using cyber means, it may find itself 
limited by the accesses and capabilities it possesses at the moment a crisis 
occurs. Cyber response options may be limited to less decisive or more 
vulnerable target sets, rather than those that are more strategically significant.

Third, these limitations become even more salient when we consider 
how strategic interactions are likely to play out over time during repeated 
crisis interactions. Because the virtual domain is changeable in a way that 
the physical world is not, actions taken by defenders in the context of a 
crisis can radically and unpredictably alter an attacker’s ability to deliver 
and sustain effects against a target over time.30 Access and capabilities are 
neither guaranteed nor indefinite—they have a shelf life.31 Footholds into 
a target’s network that were time intensive to develop can unexpectedly 
disappear as vulnerabilities in a network are patched. Exploits may have a 
short shelf life as revealing information about them enables targets to iden-
tify indicators of compromise (IOCs) and use these to prevent further dam-
age from specific malware strains or quarantine malicious traffic using 
known malware signatures. An example of the latter is the US Cyber Com-
mand initiative, beginning in 2018, to share information about adversary 
malware by uploading samples to VirusTotal.32 Therefore, a target can “tran-
sition from vulnerability (to a particular attack) to invulnerability in, literally, 
minutes.”33 Third-      party disclosure about software vulnerabilities by govern-
ments or private actors can also unintentionally precipitate the loss of access 
as exposure about vulnerability information enables network defenders to 
take measures to remedy them.34 For instance, the disclosures that began in 
2016 by the group Shadow Brokers of purportedly pilfered US National 
Security Agency exploits and zero days ostensibly put US government 
accesses at risk.35 Put simply, a vulnerability upon which an access relies may 
in theory be only one update or disclosure away from being patched.

Thus, in the context of an ongoing crisis interaction between an attacker 
and defender, the former’s operational tempo is likely to be interrupted by 
the latter’s behavior, forcing the attacker to devote additional time to find 
or acquire new vulnerabilities and exploits in the midst of an offensive 
operation or campaign. As Inglis notes, to succeed in an offensive cyber 
campaign that unfolds over time, attackers must be able to sustain “the 
efficacy of tools under varying conditions caused by the defender’s response 
and the natural variability and dynamism of cyberspace.”36 The ability to 



130  STRATEGIC STUDIES QUARTERLY  FALL 2019

Erica D. Borghard and Shawn W. Lonergan

build or acquire new accesses and capabilities “in real time” during a crisis is 
highly limited.37 Indeed, General Paul Nakasone remarked in a January 
2019 interview on the radical difference in shelf life between conventional 
and cyber capabilities:

Compare the air and cyberspace domains. Weapons like JDAMs [ Joint 
Direct Attack Munitions] are an important armament for air operations. 
How long are those JDAMs good for? Perhaps 5, 10, or 15 years, some-
times longer given the adversary. When we buy a capability or tool for 
cyberspace . . . we rarely get a prolonged use we can measure in years. Our 
capabilities rarely last 6 months, let alone 6 years. This is a big difference 
in two important domains of future conflict.38

Therefore, as a 2013 Defense Science Board report notes, “offensive cy-
ber will always be a fragile capability” when pitted against network de-
fenders who are “continuously improving network defensive tools and 
techniques.”39

Each side can take defensive measures to blunt the impact and effec-
tiveness of the other’s access and capabilities—particularly as information 
about them is revealed. Consequently, strategic accesses and capabilities 
are likely to become more vulnerable and less reliable over time, shrinking 
the set of cyber escalatory response options for all parties. This cycle is 
likely to generate temporal breaks in the pace of adversarial engagements 
in cyberspace, where states must regroup and develop or rebuild accesses 
and capabilities during an ongoing interaction. These pauses are likely to 
diffuse the pressure that typically accompanies—even defines—crisis 
situations, creating breathing space and, by extension, room for decision- 
     makers to deliberate alternative courses of action, for domestic political 
tensions to cool down, for intent to be communicated to adversaries, and 
for de-      escalation pathways to be determined.

A potential counter to this argument is that most states likely already 
appreciate the time and resources required to develop accesses and tools, 
as well as their fragility. Therefore, those with sufficient resources are in-
centivized to alleviate these concerns through investing heavily in devel-
oping the ability to gain pre-      positioned accesses and a range of capabilities 
and platforms to be prepared for the onset of a potential future crisis. 
Evidence of this kind of behavior could be, for example, the discovery of 
Russian malware in US critical infrastructure reported in 2018.40 While 
dormant access is almost certainly the case, states are likely to remain 
stymied by inadvertent or deliberate discovery of these efforts prior to a 
crisis. More importantly, even if pre-      positioned accesses and capabilities are 
available in the opening moments of a crisis, the difficulties of maintaining 



Cyber Operations as Imperfect Tools of Escalation

STRATEGIC STUDIES QUARTERLY  FALL 2019  131

them during iterated volleys between adversaries are likely to persist and 
blunt the ability of a given party to continue escalation of cyber capabilities.

Limited Costliness of  Offensive Cyber Effects

Even under circumstances in which a state may possess the right cyber 
response capabilities at the desired time, its response may not generate 
sufficient costs against the target to be perceived as escalatory.41 Funda-
mental limits on the cost-      generation potential of offensive cyber opera-
tions stem from the fact that cyber capabilities lack the physical violence 
of conventional and nuclear ones. Cyber weapons target data; they disrupt, 
manipulate, degrade, or destroy data resident on networks and systems or 
in transit.42 Moreover, aside from those cyber capabilities that permanently 
destroy data and for which there are no backups to which a target can re-
vert, cyber effects are temporary and often reversible.

The utility of military instruments of power for the purposes of coer-
cion or brute force inheres in their abilities to inflict—or credibly threaten 
to inflict—significant damage and harm against a target state (its civilian 
population or its military forces) to achieve a political objective.43 Cyber 
weapons could be (and have been) used to disrupt an adversary’s networks 
and systems—overwhelming them such that they temporarily lose the 
ability to function or the target loses confidence in their reliability—or 
even to produce destructive effects by destroying data resident on these 
systems or, in rarer circumstances, producing effects in the physical 
realm.44 While conducting multiple cyberattacks against a targeted state’s 
critical national infrastructure, for example, could in theory generate sig-
nificant economic and national security consequences, the temporal as-
pects of offensive cyber operations as described above limit the ability of 
even the most capable states to sustain persistent, high-      cost effects against 
multiple strategic targets over time. There is simply no guarantee that a 
state can generate significant costs against a target in the context of an 
unfolding crisis. This reality starkly contrasts with the relative predicta- 
bility and reliability of conventional effects. Indeed, the empirical record 
has largely validated this claim; “the vast majority of malicious cyber activity 
has taken place far below the threshold of armed conflict between states, 
and has not risen to the level that would trigger such a conflict.”45 This is 
why, in Lin’s parlance, “going cyber is pre-      escalatory” and countervalue cyber-
attacks (those that target civilian, rather than military, assets) occur “all the 
time now and are at the BOTTOM of the escalation ladder” [emphasis in 
original].46 Rather than their ability to wreak permanent, destructive 
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effects, cyber operations are often prized for their temporary and re-
versible nature.47

One metric to assess the cost-generation potential of offensive cyber is 
in terms of loss of life. By this measure, cyber operations are unlikely to 
inflict significant harm. While theoretically possible that cyber operations 
could lead directly to a loss of life, no one has reportedly died to date as a 
direct result of a cyberattack despite over 30 years of recorded cyber op-
erations.48 Even in hypothetical catastrophic scenarios, the cost in terms of 
human casualties is minimal. For instance, common worst-      case scenarios 
of cyberattacks revolve around the loss of power stemming from a cyber-
attack on an electric grid.49 However, even in this instance, the conceivable 
damage from the loss of power over an extended period is far less than that 
which could be wreaked using basic, limited conventional capabilities. To 
draw a comparison, when Hurricane Sandy hit the United States’ eastern 
seaboard in late October 2012, over 8.5 million people were left without 
power—with many going weeks and even months before it was brought 
back online.50 Yet a US National Hurricane Center postmortem of Hur-
ricane Sandy reported that of the 159 people in the United States killed 
either directly or indirectly, only “about 50 of these deaths were the result 
of extended power outages during cold weather, which led to deaths from 
hypothermia, falls in the dark by senior citizens, or carbon monoxide poi-
soning from improperly placed generators or cooking devices.”51 If a 
cyberattack took out power of a similar magnitude and duration of Hur-
ricane Sandy, it is conceivable that an equivalent number of casualties 
would result. The 2015 synchronized cyberattacks against Ukrainian 
power companies, attributed to Russia, was the first known example of an 
offensive cyber operation targeting a state’s power grid. Its cost was ulti-
mately low—service was temporarily disrupted to 225,000 customers for 
several hours, and energy providers operated at a limited capacity for some 
time after service was restored.52 There were no reported casualties from 
this power outage. While any casualty resulting from a cyberattack would 
certainly be lamentable, even worst-      case scenario figures are minor in 
comparison to the cost in human lives stemming from other, even limited, 
kinetic military operations.

It is also possible to measure the cost of offensive cyberattacks in trea-
sure rather than blood. By this standard, the financial or economic costs of 
cyberattacks are significant. For example, the most devastating and expen-
sive cyberattack to date—the 2017 NotPetya malware that inflicted wide-
spread economic damage against multinational corporations—reportedly 
cost Maersk and FedEx $300 million each, and the total cost of the Not-
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Petya attacks is estimated to be $10 billion.53 Despite this, even the most 
financially costly cyberattacks have thus far failed to invoke “act of war” or 
“act of force” thresholds.54 Targets have also demonstrated a consistent 
ability to recover even from destructive cyberattacks with relative speed. In 
two such cases attributed to North Korea—the 2013 South Korean banks’ 
attack and the 2014 Sony attack—“despite the destruction of files, all are 
still in business, and none spent more than an inconsequential amount of 
time recovering.”55 This does not imply that the economic costs of cyber 
operations are unimportant or lack strategic consequence. However, particu-
larly when they occur in the absence of physical violence, contextualizing 
the cost of offensive cyber operations raises doubts about their effects in 
comparison to other types of offensive military operations.

Therefore, even if a state has the capabilities at the time and chooses to 
respond to a cyberattack with what could be characterized as a potentially 
escalatory offensive cyber operation, the effects of the response may not be 
sufficiently high to sustain or provoke a continued escalatory spiral 
between the parties. One possible counterargument to this line of reasoning 
is that states may perceive the costs of offensive cyber operations differently 
from each other, and this divergence could generate escalation risks. This 
concern is not new to the escalation literature; Herman Kahn acknowledged 
that his concept of an escalation ladder likely reflects a Western approach 
to escalation, and that the Soviet Union may take a different approach to 
conceptualizing such a ladder.56 Similarly, in cyberspace, differences in 
factors such as strategic and organizational culture, regime type, strategy 
and doctrine, and force employment may mean that what is perceived as a 
relatively low-      cost cyber response by one state may be in fact cross a key 
threshold of the other. We acknowledge that this is a legitimate concern, 
but one that could be remedied through improving ongoing efforts 
between adversaries to establish confidence building measures (CBMs) to 
signal intent and reduce crisis instability.57 One example is the 2013 bilateral 
agreement between the United States and Russia to use the Nuclear Risk 
Reduction Center (NRRC) to communicate about cyber incidents.58

Countervailing Tradeoffs

Even under hypothetical circumstances in which a state possesses the 
ability to escalate using cyber means, three characteristics of offensive cyber 
operations may blunt its willingness to do so: operational requirements for 
secrecy, attribution difficulties, and the role of espionage.

First, while secrecy is sometimes hypothesized to aggravate rather than 
relieve tensions because it increases uncertainty, in a cyber context the 
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operational requirement for secrecy can give decision-      makers pause when 
weighing tradeoffs. For example, the costs associated with conducting a 
noisy offensive cyber operation may jeopardize important intelligence assets 
(discussed below) or render obsolete capabilities that a state may want to 
hold in reserve for some future engagement where stakes or interests may 
be higher.

Secrecy is key for operational success. Revealing plans to gain accesses 
to a target and efforts to develop tools (particularly highly tailored ones) 
prior to or during the course of an operation permits defenders to take 
concrete steps to render the threat inert.59 In particular, secrecy is essential 
to maintaining access once a vulnerability has been discovered and an 
exploit built for it, especially once an attacker has already gained a foot-
hold in a network but has not yet completed execution of its mission. 
Attackers must keep their behavior secret from network defenders who 
are employing multiple layers of methods to uncover and defeat the intrusion 
at each stage of the attacker’s operation. Employing host-      based hiding 
techniques, for example, prevents defenders from detecting an attacker’s 
presence.60 Network defenders can employ intrusion-      detection approaches 
to uncover adversaries attempting to gain access to a network, such as 
deploying perimeter sensors to detect activity at all ingress and egress 
points in a network. Sophisticated defenders will also collect and analyze 
data about anomalous behavior within a network perimeter after a hypo-
thetical adversarial breach, such as identifying novel or remote executables.61 
If the target uncovers the presence of an adversary on its networks and has 
information about the attack vector, it can marshal defenses and take 
measures to patch vulnerabilities, rendering moot the attacker’s access 
(and therefore whatever effects might be delivered). This is why military 
and intelligence organizations, for instance, typically maintain secrecy 
about zero-      day exploits and why markets for zero days on the Dark Web 
proliferate.62 Indeed, from a defensive perspective, cyber hunt teams exist 
because attacker obfuscation is so integral to offensive missions, particu-
larly when attempting lateral movement or privilege escalation within a 
network. Secrecy is also critical to preserving the tool itself  because expos-
ing that information allows the target to develop defenses against it and 
may also reveal the attacking state’s targeting strategy and broader set of 
capabilities.

Therefore, the decision to conduct an offensive cyber operation in re-
sponse to adversary behavior demands that decision-      makers weigh the 
potential costs of burning accesses and tools revealed through the opera-
tion. In other words, cyber operations have a “use it and lose it” quality. 
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Some might postulate that this attribute generates perceived windows of 
opportunity and vulnerability such that a state would be more likely to use 
any offensive capabilities it may possess at the moment out of the fear that 
they won’t be available for future use.63 While these incentives may exist 
when stakes are high, or for decision-      makers with certain risk profiles, the 
reverse is also true: using a capability nearly guarantees that it won’t be 
available for future use.

Second, beyond operational requirements for secrecy, states make 
political decisions to eschew attribution for offensive cyber operations.64 
States employ technical methods to avoid attribution (e.g., obfuscating 
points of departure of attacks by using spoofing, proxy servers, third-      party 
infrastructure, compromised certificates, and other anonymizing capabilities) 
as well as make deliberate efforts to obscure command and control for 
cyberattacks (e.g., using cyber proxies with varying degrees of plausible 
deniability).65 The time requirements for a targeted state to achieve attri-
bution at a reasonable confidence threshold, as well as its willingness to 
share potentially sensitive intelligence information with allies or domestic 
publics to justify any escalatory responses, create additional temporal 
breaks for the pressure of a crisis situation to diffuse and for decision-      makers 
to evaluate alternative courses of action.

Finally, related to the role of secrecy in cyber operations is the inextri-
cable link between espionage—particularly cyber intelligence, surveillance, 
and reconnaissance (ISR)—and offensive cyber operations.66 Cyber ISR is 
“an essential predicate and enduring companion to mission success in the 
cyber realm” [emphasis in original].67 It includes information about a target 
collected through a variety of cyber and noncyber intelligence sources.68 
This is due to collection requirements against targets to plan and execute 
offensive operations. As Martin Libicki notes, the “notion that cyber-
warriors can be assigned to any target on the fly may not be entirely the 
case. . . . This tenet understates how much intelligence preparation is 
required for a successful attack. Success at operational cyberwar depends 
to a great extent on knowing where the target is vulnerable.”69 The time 
and resource requirements for intelligence about a target may exceed by 
orders of magnitude those needed to conduct an operation—potentially 
at a ratio of 100 to 1.70

Intelligence collection is important not only prior to gaining access to a 
target’s network or system (identifying vulnerabilities and developing ex-
ploits for them) but also oftentimes continues to play a role even after an 
actor has established a foothold in a network. Cyber weapons themselves 
may have built-      in intelligence collection functions to gather information 
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about a target’s network subsequent to penetration. This is because attackers 
must possess intimate knowledge of a network’s structure and how com-
ponents relate to one another—information that can often be gained only 
after breaching the network itself.71 This requisite underscores a key dis-
tinction between two types of cyber operations—computer network 
exploitation (CNE) and computer network attack (CNA). While they 
both require exploiting a vulnerability to gain access to a target, CNE in-
volves clandestinely gaining access to observe and exfiltrate private infor-
mation while CNA entails delivering some kind of effect against data at 
rest or in transit (e.g., disrupt, degrade, destroy, etc.).72 CNE, therefore, 
can be conducted to gather additional information as part of laying the 
groundwork for a forthcoming offensive operation.73 For instance, an at-
tacker might conduct an initial CNE operation to “map the network and 
make inferences about important and less important nodes on it simply by 
performing traffic analysis to determine what the organizational structure 
is and who holds positions of authority” for the purposes of identifying the 
key nodes to attack.74

Intelligence is vital at every step of an operation, from collecting in-
formation about the specifications of a target’s network or system and 
identifying vulnerabilities to serve as a foothold for an attack, to developing 
means of access and the exploit itself. It is also costly and intensive. As 
Austin Long notes, “The intelligence requirements for cyber options are 
immense, as the delivery mechanism is entirely dependent on intelligence 
collection.”75 Laying the intelligence groundwork for an offensive cyber 
operation “can be extraordinarily difficult, even for advanced cyber 
actors.”76 This is because states typically secure the critical systems that 
might be targeted through cyber means (e.g., nuclear power plants, elec-
trical grids, or water filtration systems) because of their importance to 
social and economic functioning and national security. Therefore, developers 
of cyber weapons must collect intelligence on a target that is likely to be 
well defended and not connected to the Internet, as well as have intimate 
knowledge of the specific information or operational technology on which 
a particular system was built, which is often customized and not publicly 
known. Developing a capability that can interface with a custom-      built 
system is difficult, but it is by orders of magnitude more arduous to develop 
the mastery necessary to manipulate the system to do something that it 
may have been designed to resist—to understand, for instance, how 
complex processes relate to one another or to identify key nodes that could 
be targeted to produce cascading failures.
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The above discussion illustrates not only the immense intelligence work 
that underlies offensive cyber operations but also its value. CNE opera-
tions enabling actors to maintain persistent, stealthy presence in a target 
and collect information have critical strategic utilities in terms of their 
contribution to a state’s intelligence collection efforts for espionage pur-
poses as well as their support of potential future military operations. 
Indeed, data collected on state-      conducted cyber operations indicates that 
the overwhelming majority of these are for intelligence or espionage.77 
The strategic worth of cyber intelligence activities—which are also re-
quired to support offensive operations—demands that governments 
conduct intelligence gain/loss calculations when evaluating the potential 
upside of conducting offensive operations that may jeopardize cyber intelli-
gence assets. The fact that cyber operations have alternative and sometimes 
competing strategic utilities can reduce the probability of escalation via cyber 
means contingent on how decision-      makers rank these different utilities.

One counterargument to the effects of intelligence gain/loss calcula-
tions on decisions about escalation is that there may be situations when 
the interests at stake are sufficiently high to warrant prioritizing offen-
sive action over preserving intelligence. In general, when stakes are high 
in both cyber and noncyber realms, we should expect the probability of 
escalation to increase. However, the strategic value of cyber-      enabled in-
telligence collection activities for both espionage and military purposes 
is an important factor militating against escalatory decision-      making 
that is not as salient in other domains.

Willingness to Engage in Cross-      Domain Escalation

Just as the limited ability of offensive cyber operations to generate 
meaningful and sustained costs against a target reduces their appeal as 
tools of escalation, it also diminishes the likelihood of cross-      domain esca-
latory responses to a cyber incident. Cyber operations can cause significant 
economic and, in some instances, second-      order effects on human life (such 
as cyberattacks against a power grid). However, they have not yet produced 
the physical violence and horrors of kinetic warfare or even terrorism that 
would engender a visceral public reaction to prod decision-      makers into 
escalatory responses—particularly responses that would cross a key thresh-
old from cyber to kinetic force. In other words, both the tangible and 
psychological costs of cyber operations may check domestic political 
willingness (or pressure) to escalate via cross-      domain instruments in 
response to adversary cyber operations.
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A counterargument to this logic, similar to the discussion above regarding 
cost generation, is the notion that sharply distinguishing between acts that 
harm people and break things versus those that generate less tangible costs 
may be limited to certain types of states. Analogous recommendations to 
improve cyber CBMs to promote transparency and stability would miti-
gate risks stemming from differing conceptions of cost.

Implications for US Policy Making

The above analysis suggests several important implications for policy 
making, particularly for the United States. First, our analysis should not 
be construed to imply that there are no circumstances in which we might 
expect to observe significant and risky escalation between rivals in cyber-
space. In fact, our analysis suggests that the leading dangers lie in circumstances 
where the interests at stake are high and at least one party to a rivalry seeks to 
escalate. In these cases, when the latter may lack ability to do so using cyber 
means for the manifold reasons outlined above, a state may be incentiv-
ized to default to cross-      domain, kinetic responses that would engender 
risks of spirals into unwanted conflict. We would expect this particular 
circumstance to be relatively rare, given that it is unlikely that a single 
cyber incident would be sufficiently costly in itself to trigger this chain of 
decision-      making. Nevertheless, the potential consequences of such a 
low-      probability, high-      consequent event suggests that an important next 
step for researchers and practitioners is to theorize about more specific 
scenarios—such as those before, during, or after a great power conflict—
that might approach these thresholds and explore how to build de-      escalation 
pathways tailored to them.

Second, there is a growing recognition that the United States has 
historically been overly self-      restrained in its approach to countering 
adversary behavior in cyberspace. For instance, it has chosen to largely 
employ diplomatic and legal instruments of power to address Chinese 
theft of national security intelligence property or Russian cyber-      enabled 
influence operations that erode confidence in fundamental US democratic 
institutions. The 2018 DOD Cyber Strategy reflects a shift in this ap-
proach to a posture that is more active and engaged.78 If our analysis above 
is correct, it would imply that the United States can safely engage its 
adversaries in cyberspace more assertively without invariably provoking 
dangerous escalation dynamics, although campaign planning should con-
sider and conduct risk assessments of the types of scenarios outlined above 
that may trigger unwanted escalation. The reportedly first operational 
application of the “defend forward” concept, the US Cyber Command 
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operation to temporarily take the Russian troll farm, the Internet Re-
search Agency, offline in the days preceding the 2018 midterm elections, 
provides initial (albeit limited) evidence that the United States can engage 
adversaries more directly in cyberspace without provoking escalatory spi-
rals.79 Additional evidence over time will provide further corroboration in 
either direction of the hypotheses presented in this analysis.

Finally, beyond the escalation implications of “defending forward,” our 
analysis highlights the limitations of cyber operations as independent 
tools of statecraft. To effectively alter the cost-      benefit calculus of US ad-
versaries, roll back existing adversary gains, and shape the future operat-
ing environment to better reflect US interests and values, policy makers 
should appreciate that cyber means are not a panacea for addressing cyber 
challenges. Any US strategy for cyberspace should incorporate the full 
range of instruments of power, particularly because the United States 
maintains an asymmetric advantage in noncyber instruments while facing 
peer and near-      peer competitors in the cyber realm. Discerning how to 
integrate and apply cyber capabilities not only in conjunction with and in 
support of conventional military power, but also across the other instru-
ments of power, represents a key imperative for policy makers in the current 
strategic environment and in a future possibly dominated by another 
great power conflict. 
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